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Abstract

The thesis at hand adds to the existing literahyrenvestigating the relationship between
economic growth and outward foreign direct invesittag OFDI) on a set of 16 emerging
countries. Two different econometric techniques ameployed: a panel data regression
analysis and a time-series causality analysis. IReBom the regression analysis indicate a
positive and significant correlation between OFDHaconomic growth. Additionally, the
coefficient for the OFDI variable is robust in tkense specified by the Extreme Bound
Analysis (EBA). On the other hand, the findingstlbé causality analysis are particularly
heterogeneous. The vector autoregression (VAR) tAedvector error correction model
(VECM) approaches identify unidirectional Grangawusality running either from OFDI to
GDP or from GDP to OFDI in six countries. In fouromomies causality among the two
variables is bidirectional, whereas in five cousdgrno causality relationship between OFDI
and GDP seems to be present.

Key words: emerging countries, OFDI, economic growth, panehdame-series causality
analysis
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1. INTRODUCTION

The globalization process has reached the pointeMnee “corporate giants” from emerging
markets, after having been nurtured within thetiamal borders and having strived in their
respective domestic economies, are now increasigaiying turf in the global marketplace
(Gammeltoft, 2008). It is not unusual, nowadayssée emerging markets’ multinational
enterprises (EMNEs) such as Tata (India), Cemexx{dt¢, Gazprom (Russia), Lenovo
(China), Embraer and Vale (Brazil), reaching fipggsige headlines in the business press
(Holstein, 2007). The astonishing escalade of tramsapanies, which have climbed up the
ladders of the “economic food chain”, has awakemetdonly the interest of researchers and
policy makers, but also the concerns of thosengititn the boardrooms of multinationals from
developed countries (Khanna and Palepu, 2010). €psachat are not groundless, if one
looks at the recent cross border M&A deals perfariog EMNES: in 2004, Lenovo acquired
IBM’s personal computer division, in 2007 Cemexghased Rinker (the biggest takeover
ever witnessed in Australia), while Tata boughtumgand Land Rover in 2008 (Sauvant,
2008; Khanna and Palepu, 2010).

Nevertheless, those acquisitions, for how imprestiey might look, represent just the tip of
a much bigger iceberg. They are in fact the matafes of a larger phenomenon that began a
couple of decades ago, but that gained an impessementum only the past ten years,
affecting the global economy: the rise of outwandeifgn direct investments (OFDI) flows
from emerging economies. According to data avadldtim the United Nations onference of
Trade and Development (UNCTAD), OFDI flows from egiag countries went from nearly
US$ 5 billion in 1980 to US$ 400 billion in 201 particular, in the years going from 2002
to 2010, OFDI flows from emerging economies havekad an impressive eightfold nominal
increase, with their share of global OFDI flowsrgpifrom 10% to 28% (UNCTAD, 2011).
Surprisingly however, this remarkable growth hashbeen matched by a parallel increment in
the academic contributions to the topic. On theeothand, the academic world has always
looked with greater interest at the opposite phesran, i.e. inward foreign direct
investments (IFDI) entering emerging economiesfalet, at present, there is a substantial
literature that aims at investigating, both theioedty and empirically, the potential effects of

IFDI on host emerging countries. Conversely, desghie presence of a considerable number



of studies devoted to the assessment of the ingde®FDI on single aspects of a country’s
economy, such as industrial productivity, employtneilomestic investments and the size of
international trade, the focus of those works ledrsproportionately towards developed
economies (Globerman and Shapiro, 2008). Additlgnat the vast majority of those studies
consider only firm or industry-level evidence, tbearcity of macro-level evidence on the
effects of OFDI on home countries’ economic growfhr, both developed and emerging
countries, is daunting. Furthermore, having looketh considerable attention at the available
empirical evidence on the subject, it has beencadtithat, excluding the contribution of
Wong (2010), which focuses on a single country, #nad of Herzer (2010), who used TFP
instead of GDP growth as a dependent variablgpears as no empirical study has yet been
performed on the home effect of OFDI on economimagin in emerging economies. The
identification of this unexpected gap in the litera has been the major motivation to write
this thesis, whose ambitious aim consists in fillthat “hole” by means of a comprehensive

empirical analysis.

Specifically, the thesis at hand endeavors to asdes existence of a relationship between
OFDI and economic growth in a subset of emergiranemies. More explicitly, this aim is

going to be achieved by answering to the followiegearch questions:

1. Is there a positive correlation between OFDI and economic growth in emerging

economies?

2. In case there was a positive correlation, what is the direction of the causality

relationship between growth and OFDI?

The first question is answered by selecting a sarapkemerging economies and by modeling
a regression equation having economic growth a®peritient variable and OFDI as an
independent variable. The approach adopted is p#atal analysis, using a random-effects
estimator. Additionally, Extreme Bound Analysis (EBs performed after the regression, as
a way to test for the robustness of the estiméttesase a positive, statistically significant and
robust coefficient is found for the OFDI variabkyidence is provided in favour of the

existence of a correlation relationship between Odifal economic growth.

Nonetheless, a positive correlation among the taoables does not allow determining
whether it is OFDI that is having a positive impact economic growth or the other way
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around. As a matter of fact, it could as well battbconomic growth and development are

causing OFDI.

As a way to empirically determine the causalityatieihship between growth and FDI and,
therefore, to answer research question numberdwvdifferent econometric framework needs
to be employed. The methodology chosen relies me-8eries data and adopts a three-step
approach. This approach consists of performing statienarity and cointegration tests on the
time-series data for GDP and OFDI, before selecingAR or a VECM model as a way to

test for Granger causality.

The architecture of the present work is the follogvi The next section completes this
introductory chapter by providing a quantitativescigption of OFDI flows from emerging
economies, illustrating how they have been a st trait of the global economy in recent

times.

Chapter 2 embodies the review of the relevantditee, and is further divided into three
sections. The first one illustrates the potenti&ats of OFDI on the home economy, the
second one looks at the same topic from the varpage of the host country, whereas the
third and last one provides a review of some of thest significant scholarly works

investigating the FDI-economic growth relationship.

Chapter 3 is the core of the thesis, the empiacallysis, and is composed of four different
sections. The first two sections provide a briéfaduction and describe the data on which the
analysis is performed. The second one describdsani&ir amount of detail the econometric
methodologies adopted, while the third one illussahe results of both the panel data and

the time-series analyses.

Finally, room is left for conclusions, which brigummarize the content of the present work,
illustrating the findings obtained and acknowledpgiits limitations, while also providing
suggestions for further research. Some fascinaimd intriguing results emerge from the

empirical analysis.



1.1. OFDI from emerging economies, trends and figures

As already suggested in the introductory chaptee, af the most recent and most interesting
features of the current globalization pattern i ithcreasing size and relative importance of
Outward Foreign Direct Investments (OFDI) from egieg' economies (Amighini, 2010).
Nevertheless, OFDI from emerging economies is sod @aew phenomenon as many would
think. As a matter of fact, EMNEs (MNEs from emegimarkets) had already begun to
invest abroad in the 1970s (Gammeltoft, Pradhanidsgsin, 2010). It is only by the
beginning of the current decade however, that tttenhas rapidly grown around the
increasing importance of outward investment froneggimg countries, and that many authors
and global institutions have started to devote naitention to this topic (Pradhan, 2009).
What we are witnessing may be defined as a thistbhcal wave of OFDI, which started
around the mid-90s, whereas the first and secon@ weginated in the 1970s and in the mid-
80s respectively (Gammeltoft, 2008; Rasiah et 2010). These three waves can be
distinguished by observing Figure 1.1, which illagts the evolution of emerging economies

OFDI flows as a percentage of global flows.

Figure 1.1 - Emerging economies' share of world ofiows
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The third wave diverges from the previous onesamty quantitatively, but also qualitatively.
As a matter of fact, a greater number of emergimgntries have begun to enter the global
economy through liberalization policies, and EMNi&/e become instrumental to increase

domestic competitiveness and access strategicsdesated abroad.

L within the classification “emerging economies” aomsidered the 113 countries that the UNCTAD ogtahs “developing economies
excluding LDCs”, with the addition of Russia.



While during the 1970s, EMNES consisted of a vemalé number of companies with limited
and mostly regional foreign investments, contempoEMNESs have become global giants
with an extensive network and a wide array of at#is spread all over the world. These new
players and their actions may now have profoundigagions for home and host countries,
implications that must be better understood (GartofielPradhan and Goldstein, 2010).
From the available information, the growing impoda of OFDI flows from emerging
economies is unquestionable. The following paragsgpovide quantitative information over
the main trends and figures related to emergingiitms’ OFDI. Data are mainly retrieved
from the UNCTAD database and are expressed in radn¥$$, while calculations and

representations are performed by the author.

Figure 1.2 -FDI outflows from emerging countries bygeographical area, 2000-2011
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US$ Billio

As observable from Figure 1.2, OFDI flows from egieg countries have increased from just
US$ 47 billion in 2002 to almost US$400 billion 2010, a more than eightfold nominal
increase. As a consequence, their share in thelgl@BDI flows has increased from less than
10% in 2002 to 28% in 2010, while developed ecomrsmOFDI share decreased from 89%
to 68% (Figure 1.3).



Figure 1.3 - FDI outflow shares by major economicmgups, 2000-2011
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These trends can better be explained by lookirtigeannual OFDI growth rates, presented in
Table 1.1. Already in the 1990-2000 decade, OFDW$ from emerging countries were
growing at a remarkable compound annual growth oat27.5%, compared to 16.8% for
developed economies and 17.6% for the total glébels. In the past ten years, while both
growth rates have slowed, OFDI flows from emergamgnomies are growing at an annual
rate that is nearly 2.5 times that of more devedopauntries, 16.5% versus 6.5%. Overall, in
the last two decades, OFDI flows from emerging toes grew at double pace, when
compared to flows from developed countries andabaj flows, 18% versus 8.3% and 9.7%
respectively. Impressively, average annual flowgioated in emerging economies went from
USS$ 53 billion during the 1990-2000 period to mg&afS$ 135 billion $ between 2001 and

2011, a fourfold nominal increase.

Table 1.1 - Growth Rates and Averages of OFDI Flowlsy Major Economic Groups
Annual Average Flows (US$ Billions) Annual Compo@ndwth Rate

Region 1990-2000 2001-2011 1990-2011 1990-20002001-2011 1990-2011

World 492.23 1,233.13 862.68 17.6% 8.5% 9.7%
Developed 437.75 984.47 711.11 16.8% 6.5% 8.3%
Emerging 53.14 215.38 134.26 27.5% 16.5% 18%

Source: UNCTAD FDI Database, calculations by author



One peculiarity of emerging economies’ OFDI is tlencentration. As a matter of fact, few
regions, few countries and, quite surprisingly, fMNCs account for a remarkable share of
total OFDI flows from emerging economies. As obseivn Figure 1.2, the predominance of
Asia and America is striking. Asia, in particulags been by far the most important source of
OFDI from EMNEs (Sauvant and Pradhan, 2010).

Overall, four countries alone (the BRIC) accounttfee great majority of OFDI flows. This
appears evident from Figure 1.4, where the BRIGesb&total OFDI flows from developing
countries is illustrated. Interestingly, these 4remmies have accounted, on average, for
nearly 40% of total flows from emerging economiestie past four years. At present
however, a second tier of emerging economies israpforward with consistently growing
foreign investments. Leading this group are Makaysid Mexico, with US$ 15 billion and
US$ 14 billion OFDI flows in 2010, respectively. tfiogether, these two economies were
close to reaching 10% of global flows from emergoogintries (MIGA, 2011). Additionally,
OFDI from emerging economies are concentrated withisurprisingly small number of
EMNCs. As reported by Globerman and Shapiro (2008)ich quoted data from the
UNCTAD World Investment Report (UNCTAD WIR) 200%e five largest EMNEs may be
considered responsible for nearly half of the ta@#DI flows originating in emerging
countries (UNCTAD WIR, 2005).

Figure 1.4 - BRIC share of OFDI flows from emergingeconomies
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Another feature of OFDI flows from emerging couesrithat is worth investigating is its
destination, both in terms of economic geographies industries. As observable in Figure
1.5, OFDI flows from emerging economies are indreglg directed to other developing
regions. In 2007, 63% of total flows were directedemerging or transition economies; in

2010, these regions hosted 70% of total OFDI ptsjigom emerging countries.

Figure 1.5 - Distribution of Emerging Countries' OFDI Flows by Host Region
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For what concerns the industries of destinatiomilable data refer to UNCTAD’s World
Investment Report 2009 and are depicted in FiguBeQomparing the 1989-1991 and 2005-
2007 periods, it can be noticed that the shareenfices in emerging countries’ OFDI flows
went from 35% to 72%, while the manufacturing setdst importance, going from 60% to
18%. The share of the primary sector remains sabally low, although it nearly doubled
from 5% to 9%. A similar pattern can be observeddeveloped countries, with an increase
in the importance of the service and primary seactdrthe expense of manufacturing. As
described in UNCTAD World Investment Report 200¥% growth in the importance of the
primary sector can be attributed to emerging ecoesnsuch as China, India, Russia,
Argentina, Malaysia and Turkey, willing to secursubstantial amount of natural resources
that is able to sustain current and future grovaties (UNCTAD, 2007). On the other hand,
the impressive growth of the share of the servemass is the consequence of heavy foreign
investments in industries such as financial andinegs activities, hotel and restaurants,

trading and telecommunications (Gammeltoft, PradirahGoldstein, 2010).
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Figure 1.6 - Outward FDI flows, by sector, 1989-199and 2005-2007
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In the past couple of years, foreign investmentfliemerging countries, proved to be more
resilient than those from developed regions. Al by the World Bank, before the recent
global financial crisis, flows of capital, and flewf FDI in particular, had reached a peak in
both developed and emerging economies. Howevera asnsequence of the economic
turmoil, affecting a great share of the developeashemies, the global patterns in FDI flows
are mutating (MIGA, 2009). In 2009, global OFDIls went down to US$ 1.1 trillion, as a
consequence of a 43% decline. In this context)ausf from developed countries registered a
fall of 23%, down to 229 billion $. Yet, emergingdatransition economies had been able to
strengthen their global position as sources of Bbhieving a world share of 25%, compared
to 19% the previous year (UNCTAD WIR, 2010). Data 2011 however, illustrate an
additional twist in OFDI patterns. As a matter attf the latest UNCTAD WIR reports that
OFDI flows from emerging economies were reducedi¥%yto 384 billion $. Contributing to
this negative result was a sharp decline in Latimefica, slightly mitigated by an increase in
OFDI flows from Asian markets (UNCTAD WIR, 2012).nCthe other hand, developed
economies’ foreign investments recovered from thegvious downturn and marked an
impressive increase of 25%, with OFDI flows amoogtio US$ 2.24 trillion $. As a direct
consequence, emerging countries saw their relatiwetribution to total OFDI flows
declining. Yet, despite the decline of their globhhre from 28% to 23%, OFDI flows from
emerging economies remain extremely important,roéog the second highest level ever in

history (UNCTAD WIR, 2012).
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2. LITERATURE REVIEW

2.1. Home effects of OFDI

As observed in section 1.1, OFDI flows from emeggatonomies are a phenomenon which
has profoundly characterized the global economyhm last decade and are therefore a

phenomenon demanding increasing interest from aciade

As the principal aim driving the present thesisdetermining the effect of OFDI from
emerging economies on economic growth, it was betlenecessary to review the relevant
literature investigating the home effects of OFYhile a substantial amount of attention has
actually been devoted to the analysis of the hadffeets of OFDI in developed countries, the
published research for emerging economies issstdlce. This, in spite of the recent growth
in importance, both relative and absolute, expegdnby OFDI flows originated in less

developed areas of the world (Globerman and Shap@g).

The standard practice among scholars seems to dieothanalyzing the potential ways
through which OFDI impacts developed economies theth attempting at identifying by

what measure those effects extend to emerging etesoThis, for example, is the approach
followed by Kokko (2006) and Globerman and Shap{@008), who compiled a

comprehensive review of the literature on the hosfiects of OFDI, highlighting the

peculiarities of emerging economies. Following tparticular approach adopted by
Globerman and Shapiro (2008), the subsequent sscivestigate the effects of OFDI on
home economies by identifying four main areas incwtOFDI can generate positive effects
on economic development. These areas are, namagrnational trade and exports,
technology innovation and spillovers, employmend &abour demand and domestic capital

formation. An entire section is dedicated to eagaa

Each section commences by describing the predintpdct of OFDI on that area and will
then focus on the potential effects observed inedicted for developed economies, before

shifting towards the perspective of emerging caaatand their specificities.
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2.1.1 OFDI effects on International Trade and Exports

One of the main levers through which OFDI may affaome countries’ economies is
increased trade via greater international integnatifhe relationship connecting OFDI and
trade has also been one of the most investigaf@dstand has given birth to a quite prolific

stream of literature (Globerman and Shapiro, 2008).

The foundation for the relationship between OFDd &nade traces its roots back to the work
of Mundell (1957) who, by means of a theoreticahfework, argues that OFDI and trade are
substitutes, thus suggesting that an increasetgomg foreign investment negatively affects
home production and exports. A similar view ha® d&lsen promoted by later scholars, such
as Markusen and Venables (1995). In their opirfioreign investment has the main effect of
diverting productive activities from home to theshoountries, with the direct consequence of
a substitution effect on trade. A diverging viewthe one proposed by Helpman (1984), who
develops a general equilibrium theory of internaiotrade in which MNEs assume an
important role by promoting intra-firm trade andtemnmediate goods exports, thus
demonstrating the possibility of a complementarfeafbetween OFDI and trade (Helpman,
1984). Accordingly, it appears as there are prigbptwo types of possible relationships
between FDI and trade: whether FDI substituteset@dcomplements trade (Kiran, 2011). As
will become apparent from the following paragrapghg dichotomy between substitution and
complementary effects has deeply characterizedethpirical literature dealing with the
OFDI-trade relationship. According to Globerman &lapiro (2008), in order to fully
understand the potential impact of OFDI on intaorat! trade, one should first comprehend
the reasons that have led to the investment decisithe first place. Dunning (1977) argues,
in his eclectic paradigm, that the decision to stvi@ FDI activities is the outcome of the
interplay between three types of advantages: fpeegic (O), location-specific (L), and
internalisation advantages (1). Internalisationattages, in particular, refer to the benefits of
internalizing foreign activities when transactioosts (in the tradition of Nobel Laureate
Coase) make it more attractive to perform suchviiets within an organization’s boundaries
(Dunning, 2001). As a consequence, OFDI may prenmgernational trade by providing an
alternative and more efficient channel for inteloradl transactions. In turn, this potential

increase in trade activities can manifest itselfarms of both export and import increases.
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While exports from sectors in which the home cophi@s a (L) advantage are encouraged,
the investing MNE may also constitute an imporimnnel for imports of those goods that
are more efficiently produced abroad. Accordinglgmne country MNEs may assume the role
of coordinator for the geographical distribution wélue-chain activities, thus further
incentivizing the development of intra-industry dea across countries (Globerman and
Shapiro, 2008). As imports, in the case they embualy technology, are one of the channels
through which R&D spillovers may move towards treme economy (Coe and Helpman,
1995; Bernstein and Mohnen, 1998), they are digclgs section 2.1.2. Consequently, the
theme of the following leans toward the more spea@kports-FDI relation. According to
Kokko (2006), exports constitute one of the “hdttesnd most debated topics in the OFDI
literature, mainly because of the presence of twablpms related to the quantification of
their effect. The first one relates to the comglexif theoretically determining the net impact
of OFDI flows on exports in the home country. Amatter of fact, while OFDI may clearly
have the effect of replacing previous productivvies at home (and therefore the exports
related to those activities), it may also stimulatgorts of intermediate goods directed to the
new facilities in the foreign country. A second lplem, is related to the extreme difficulty
involved in discerning what would have been the tinigsly effect on exports, had foreign
investment not happened (Kokko, 2006). A directseguence of these two problems is the
necessity to rely on empirical evidence as a wayguantitatively assess the net impact of
OFDI on the home country’s exports. The empirigirdture on the subject is rather
extensive and composed of both business-orientdceaonometric analyses; it is, however,

also quite inconclusive, as confirmed by the hegjeneity of the results obtained.

As common when discussing the home country effectSFDI, the bulk of these empirical
works focuses mainly on developed economies. InUBe one of the earliest contributions
dates as far as the late 1970s, when Frank andhBre€l978) suggested a substitution effect
between OFDI and home exports. That same year hew@ergsten, Horst and Moran
(1978) obtained opposite estimates, suggestingrplementary relationship between the two
variables. Later studies, such as those of Lipm®ay Weiss (1981) and Brainard (1997)
provide further evidence for the prevalence of cleamentary effects. In Sweden,
Swedenborg (1979) and Blomstrom, Lipsey and Kulkkiy@988) found evidence of only a

small positive relation between OFDI and exportsilevSvensson (1996), focusing on a later
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period, observed an opposite and also small effdchong the most relevant contributions,
there are also the works of Lipsey, RamstetterBlochstrom (2000) and Fontagné and Pajot
(2002). Investigating two overlapping sets of comest (Japan, US and France the former,
France and US the latter) both sets of authorstifgea positive linkage between home
exports and OFDI. At the same time however, Bayoami Lipworth (1997) and Ma,
Morikawa and Shone (2000), focusing specificallydapanese FDI abroad, bring support to
the idea that OFDI substitutes rather than comptgsnieade. Adding to the heterogeneity of
the above mentioned analyses are also the contnitsubf Goldberg and Klein (1999) and
Blonigen (2001), whose empirical results providers evidence for the existence of both a
substitution and complement effect between outgdmgign investments and domestic
exports. Nevertheless, according to Lipsey (2084¢h a high variability in the empirical
outcomes should have been expected. As a mattdéacdf in his opinion, the type of
investment (whether horizontal or vertical integma}, the level of development of the host
economy and the type of technology adopted by thEMare all factors that may influence

the relation between OFDI and exports (Lipsey, 2004

In more recent times, some scholars have begurstiga¢ing the OFDI-trade relationship

also for emerging countries. Two important studiesthose of Goh, Weng and Tham (2012)
in Malaysia and Kiran (2011) in Turkey. Interestingn both cases, the authors do not find
any type of relation between OFDI and trade, thuggesting that in emerging economies, the

potential benefits of OFDI via trade increments rhaymuch weaker or inexistent.

These last findings are in line with the opinion Kékko (2006), according to whom

emerging countries may witness a reduced impa®f@| on domestic exports. In fact, in the
case emerging economies, there should be less fmoan increase in intermediate goods
flowing from home towards the host economy. A magason for that is the tendency, for
EMNESs, to engage in South-South FDI, which prev#§emvolves the service sector,

characterized by the limited presence of intermedaoducts (Kokko, 2006).
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2.1.2 OFDI and Technology spillovers

As indicated by Globerman and Shapiro (2008), OBY lead to positive R&D spillovers in
home economies and can do so by means of two d@iffehannels. The first one consists of
spillovers from increased imports from host cowsriwhich embody technology; the second
one, more direct in nature, consists of knowledgadfers related to production techniques
and managerial practices, that go from the foraifjiiate to the parent headquarters in the
home economy (Globerman and Shapiro, 2008). Asesigd by Zhao and Liu (2008), until
the early 1990s no one had yet considered FDI awsflas an important channel for
technology spillovers to the home countries; presicesearch had in fact only focused on an
unidirectional flow of knowledge from MNE’s foreigoperations towards host economies’
firms (Zhao and Liu, 2008). This statement is p@élstiin line with the opinion of Barba
Navaretti and Venables, who had already stressedthe home effects of OFDI spillovers
have been poorly investigated in scholars’ worksthieir opinion, such an important topic
should have been dealt with more extensively (BaNzvaretti and Venables, 2004).
Nonetheless, it is however possible to retrievaidyf good amount of both theoretical and
empirical contributions related to this matter. Yieimust be noticed how, unfortunately, the
studies focusing exclusively on developed econonaes disproportionately greater in

number.

One of the earliest contributions to the topic cenfdm Coe and Helpman (1995), who
brought evidence to the hypothesis that internatiarade is a fertile soil for technology
spilling over across countries. Their empirical lgsig, based on a sample of 21 OECD
countries, demonstrates that, especially in smadlsnomies, a country’s Total Factor
Productivity (TFP) heavily depends on the techniglalglevel of foreign trade partners. In
this way, MNEs that by engaging in OFDI expand ititernational trade flows with the host
economy, may contribute to the enhancement of deniexzhnology and productivity (Coe

and Helpman, 1995). Half a decade later, Potteddleerand Lichtenberg (2000) found
evidence of productivity increments in the caseO#DI in technology-intensive foreign

economies, while observing that the same does appdn in case of IFDI from R&D-

intensive economies. This suggests that importedinology-intensive goods from foreign

affiliates of MNEs have the potential to raise protvity in the home country. Furthermore,
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their research contributes to give additional dremlDunning’s (1994) hypothesis that foreign
production augments the technology base of thestmg MNE (Dunning, 1994). The work
of Branstetter (2000) also confirms this idea. Bgusing on Japanese OFDI in the US, the
author finds fairly strong evidence that FDI augtsdhe flows of knowledge both from and
to the home economy. While professing caution,le laighlights the importance of OFDI as
a channel through which the technological develagméa country is enhanced (Branstetter,
2000). Conversely, the study of Braconier, Ekhoihd Knarvik (2001) has led to an opposite
outcome. Their empirical analysis, which utilizesnf and industry-level data for Swedish
manufacturers, is inconclusive in finding eviderige technology spillovers from OFDI. In
the authors’ opinion, this surprising result magliaate that more technologically advanced
countries are less exposed to the potential R&Defiksnstemming from OFDI activities in
other developed economies (Braconier et al., 208&yertheless, in the UK, Driffield and
Love (2003) successfully test the presence of sev&nowledge transfers that, originating
from domestic firms in the host countries, enablke MNEs and other home country’s firms
to upgrade their technological potential and augntieeir productivity (Driffield and Love,
2003). The existence of positive relationship betweechnology spillovers and MNEs
activities abroad has also been claimed by Sin@@71R Making use of data about patent
citation, the author has been able to find out @&DI| may bring important learning benefits
to the home country. In particular, he suggestsNi¢ES are optimal channels for knowledge
and technology transfers from foreign affiliatestte home base and that MNES’ activities,
creating knowledge flows across country, provideatgr benefits to the home establishments
than to host country firms. A brief policy recommdation, he argues, would be to encourage
domestic firms to seek technologies abroad via Of&gh, 2007). However, Vahter and
Masso (2005), who focus their research efforts storiia (a transition economy whose OFDI
flows have risen significantly in the past yearsgnnot find robust evidence supporting the
existence of positive R&D spillovers from OFDI. farct, their evidence of positive impact on
R&D spillovers is excessively dependent on the rfis@gructure, the sector analyzed and the
specification of the variable of interest (VahteildaMasso, 2005). Additionally, Bitzer and
Goerg (2005), analyzing a panel of OECD countridserve that a country’s stock of OFDI
appears to be negatively related with productivityis casts ulterior doubts on the theory that

foreign investments, by means of R&D spillovers,sipeely affect an economy’s
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productivity (Bitzer and Goerg, 2005). Yet, theosiy degree of heterogeneity present in their
sample, may suggest caution in drawing such coiriss More recently, evidence of
technological externalities stemming from the ing&ional activities of MNEs has been also
provided by the research activity of Keller (200@ho suggests that OFDI helps enhancing
the technological level of the home country (Kel@009).

As apparent, the extreme heterogeneity of the etapianalyses performed so far does not
allow making any generalization regarding the éfferf OFDI on technology spillovers in

developed economies.

Before moving towards the perspective of emergiognemies however, some additional
reflections have to be made. Contributing to adpaihderstanding of the dynamics through
which OFDI can provide benefits to emerging homenemies, is the work of Tavares and
Young (2005). In the authors’ opinion, in fact, tlasorptive capacity” of the home firm is
pivotal for benefiting from technological advancderiving from international activities
(Tavares and Young, 2005). Their suggestion cousfiearlier studies, such as that of Cohen
and Levinthal (1989), according to which “learning”“absorptive” capacity, which can also
be augmented by R&D activities, is a fundamentatguuisite for assimilating and exploiting
knowledge from the external environment (Cohen hadinthal, 1989). As suggested by
Globerman and Shapiro (2008), the argument of Esvand Young (2005) may be
particularly relevant in the case of emerging ecoies, as the relevant capabilities of local
EMNEs might not be “developed” enough to fullymtiéy and exploit spillovers advantages
deriving from foreign operations (Globerman and @toa 2008). Additionally, evidence
shows that technology spillovers benefits in enmgygiountries are achieved only when the
level of the human capital surpasses a minimuml I@ekko, 2006). Furthermore, since
absorptive capacity is directly linked to interoai@l competitiveness (Young and Tavares,
2005), and since emerging countries’ SMEs lacktéodnical and managerial expertise to
participate into globalized value chains (UNCTAMDO8), their ability to reap the spillover
benefits offered by home EMNEs engaging in OFDI rbayparticularly scarce (Globerman
and Shapiro, 2008). Additionally, as much of theDDHows from emerging countries is
directed to other emerging economies (South-soh Wwhere clusters of the technological
expertise are absent or scarce, the potential iefr@im reverse spillovers becomes even less

significant (Globerman and Shapiro, 2008). On thbkeo hand, however, the smaller
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technological gaps between host and home econamibg case of South-South OFDI and
the higher propensity of EMNES towards a deepegration with local firms could provide a
solid base for knowledge and technology to flowkoecthe home economy (Kumar, 1982;
World Bank, 2006). As a consequence, only a re\aétine empirical analyses performed on
emerging economies may allow determining whethey tlare likely to benefit from

technology spillovers originating from OFDI actieg. Despite the relevant literature not

being particularly rich, some interesting works éi@merged in recent times.

Particularly relevant, as it focuses on one of i@st significant emerging economies, i.e.
China, is the work of Zhao and Liu (2008). Althbugbserving how the scale of China’s
OFDI cannot be compared to that of developed eca®mrthe authors affirm, by means of
their empirical results, that R&D spillovers andhrology upgrading effects of foreign
investments are clearly identifiable in the countegpecially when the host economy is
technologically more advanced. Yet, recognizing timeitations of their study and the
reduced dimensions of their dataset, they cast sdmts on the accuracy of their
assessment and indicate the need for further @séahao and Liu, 2008). Similarly, Huang
(2009) identifies a positive and significant redaghip between OFDI from China and
domestic firms’ application for patents, thus swgioey the presence of reverse technology
and R&D spillovers. Although focusing on a singheluistrial sector (automotive) in India,
interesting has been the research conducted byw&maahd Singh (2009). In fact, according
to them, there is evidence of significant posithenefits from OFDI on the technology
intensity of Indian firms (Pradhan and Singh, 200@hen, Li and Shapiro (2012) are the
authors of one of the most recent studies on tpie.ttJtilizing firm-level data on almost five
hundreds EMNEs, they observe the presence of kup@leand technology spillovers
stemming from OFDI. According to them, those EMNRat engage in foreign activities in
more advanced countries are likely to see thehrtelogical capabilities at home improving
(Chen, Li and Shapiro, 2012).

Concluding, while from a theoretical standpoint @oeld expect attenuated benefits in terms
of R&D spillovers in the case of emerging countr{@avares and Young, 2005; Kokko,
2006; Globerman and Shapiro, 2008), the empiricalemce presented above proved to be
much less controversial and mixed than it was #retbped countries, partly reinforcing the

arguments of Kumar (1982). Nonetheless, the sgaoiempirical research devoted to this
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subject demands caution in drawing a definitive cbasion on the impact of OFDI on

technology spillovers for emerging economies.

2.1.3 OFDI effects on Domestic Investments

Until recently, it was commonly believed that ORDay negatively impact domestic capital
formation by relocating abroad significant amouotsapital (Kokko, 2006). The potential
negative effects of OFDI on the rate of domestiesiment may however be not a great
concern, especially in the case of developed cmstA main reason is that the higher
efficiency and liquidity of capital markets in modeveloped countries allows for a greater
ability to finance domestic investments locally §@¢rman and Shapiro, 2008). Conversely,
in the case of emerging economies, less efficiapital markets may obstacle local
borrowing and financing of capital investments (@&oman and Shapiro, 2002).
Furthermore, in developed countries, the outflowsFDI are usually compensated by a
comparable amount of IFDI flows, thus offsettingguuial losses in terms of domestic capital
formation (Lipsey, 2000). On the other hand, in thee of emerging economies, corruption,
government restrictions and inefficient institusomay hamper the attraction of IFDI flows.
This, in turn, may increase the concerns relatedamestic investments (Globerman and
Shapiro, 2002). Nevertheless, the relative smak sif OFDI flows compared to domestic
investments, and the diffused availability of sgvsurpluses in emerging economies may
help reduce some of the potential concerns (Gloaerand Shapiro, 2008). These become
even smaller when considering also the potentiaitipe impact that capital flowing abroad
may have on investment propensity at home. As @aemat fact, if OFDI is able to raise the
profitability of the investing MNEs and to increatbe amount of internally generated funds,
domestic investments could be also positively aff@cAdditionally, the greater international
integration stemming from foreign investments mkgvafor better facilitating the access to
capital markets and thus cheaper borrowing (KokK®6). In addition, some of the potential
drawbacks of OFDI that had been suggested in tle, gach as balance-of-payments
distortions (Hufbauer and Adler, 1968) and exchamge risks (Cushman, 1985; Kohlhagen,
1977) have been fading due to the increasing iategr of international capital markets and
the advent of flexible exchange rates (Kokko, 20@&herging from the discussion above, is

the fact that, according to the recent literatu®DI is not believed to cause harm to
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domestic capital formation at home, even in the addess developed countries with weaker
institutions and less efficient markets. In ordeconfirm this view, it would be interesting to

quickly revise the main empirical findings relatedhis topic.

One of the most relevant works in the field is tbaStevens and Lipsey (1992), who focus
their empirical efforts on seven US MNEs. They canmss evidence of foreign investments
competing with and displacing home investmentsnigalue to the increased cost of external
financing. Similarly, Feldstein (1995), using d&ba a set of OECD economies, empirically
demonstrates that for each dollar invested in fpraissets, domestic investments decrease by
a slightly smaller amount. Despite the less thaspgrtional impact observed, he provides
strong evidence supporting a substitution effeetsvben OFDI and domestic investments at
home (Feldstein, 1995). An important contributicas halso been that of Desai, Foley and
Hines (2005) who, focusing their analysis on MNEsf the US, suggest a positive linkage
between investments abroad and capital formatidmoate. In their view, a complementary
relationship exists between the two variables, Wwimcentivizes home production to combine
with foreign activities as a way to increase totaltput (Desai et al., 2005). Similarly,
Goedegebuure (2006), utilizing data for the Nedtrets from 1996 to 2000, provides
empirical evidence supporting a positive relatiopstbetween OFDI and domestic
investments. His results hold true for investmeantgither R&D or capital and even in the
case of low-tech industries, for which a negatelationship between capital investments and
OFDI was expected (Goedegebuure, 2006). Sauran@8)2@nversely, analyzes the case of
Finland and, retrieving the methodology adopted-bldstein (1995), obtains similar results.
Stemming from his analysis, OFDI flows in Finlarehde considered as a major determinant
for reduced domestic investments in the countryuf®ao, 2008). Mixed are the results of
Herzer and Schrooten (2008), which devote theeaeh efforts to Germany and the US. In
fact, in the case of the US, they observe a pesiéffect of OFDI on domestic capital
formation; in the case of Germany, the effect i tipposite, and OFDI seems to act as a
substitute to investments at home. In the authopshion, those results suggest that the
effects of OFDI on domestic investments may diféecording to individual countries’
peculiarities in terms of investment opportunitiespnomic structure and legal frameworks
(Herzer and Schrooten, 2008). Their result howes&gngly contrasts with that of Arndt,

Buch and Schnitzer (2007) who, by means of a paogitegration approach, identify a
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positive impact of OFDI on domestic capital levetass German industries (Arndt et al.,
2007). The main reasons for such different outcotode obtained for the same country, are
probably related to the different data aggregatidopted by the two sets of authors; country-
level data in the case of Herzer and Schrooten8Rd0m-level for Arndt et al. (2007).
Particularly interesting has also been the worBmfunerhjelm, Oxelheim and Thulin (2004),
which separated the results obtained for diffetgpes of industries in Sweden. Specifically,
they found that in vertically integrated industri€3FDI probably has a positive effect on
domestic investments; on the other hand, where uyotoek activities are organized

horizontally, OFDI is likely to substitute for insgnents at home (Braunerhjelm et al., 2004).

One of the very few empirical studies devoted toearerging economy obtains interesting
results. In fact, Girma, Patnaik and Shah (201®¢ tiwat, in India, although in the short-term
low levels of foreign investment promote domestigestments, high levels of OFDI are
related to a reduction in the growth rates of ddmespital formation in the long run. The
authors offer two different explanations for thisepomenon. Firstly, the cost of capital for
foreign investments is significantly lower thanhame; secondly, structural inefficiencies of

the Indian economy deter MNES to invest in domesdigets (Girma, Patnaik, Shah, 2010).

As observed in the previous sections, also in tase, empirical results are extremely
heterogeneous, thus increasing the ambiguity iretin drawing some conclusions upon the
effects of OFDI on domestic investments. The ma#tisg element is the presence of wide
differences between countries, which suggest tloessity of a country-by-country analysis

as way to obtain meaningful results.

2.1.4 OFDI effects on employment and the structure of labur demand

Two great concerns related to OFDI are its impidet to the composition of labour demand
and the level of employment. The former refers gh#t favoring “white-collar” workers at

the expense of less-educated workers. The ladkates to a potential decline in employment
rates, stemming from different wage levels betweenntries and from reduced labor
intensity in the production activities of MNEs pat® (Kokko, 2006). This vision is shared by
Navaretti and Castellani (2002), according to whioh loss of jobs at home is one of main

problems worrying policy makers when dealing witRED. Employment however, is directly
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related to domestic output, and the potential im@hcOFDI on the productive activities at
home can present both a positive or negative digrparticular, in the case of vertical
investments, mainly driven by cost-cutting purposamployment at home almost always
shrinks. Conversely, in the case of horizontal stneents, the final effect on employment will
be determined by the extent to which foreign attési complement or substitute domestic
production (Navaretti and Castellani, 2002). Anotlseannel through which OFDI may
impact the level of employment is via changes ia tabour intensity of the activities
performed at home. The level and direction of theds@nges is however difficult to predict.
On the one hand, labour intensity may increase wiblks’ foreign activities have to be
supported by larger and more complex headquartetices; on the other hand, it may
decrease if capital intensive activities are kephiw national boundaries or if R&D and
knowledge spillovers increment productivity at hofNavaretti and Castellani, 2002). Lipsey
(2002) makes a similar reasoning, suggesting tHaDIAs likely to affect the demand of
labour and wages by modifying the allocation ofdurctive activities within the transnational
firm. The most likely cause is the decision to #f@n labour-intensive production activities in
poorer countries with lower wages, while keepingrenskill-based operations at home
(Lipsey, 2002). A concern on the impact of foreagtivities on employment and the structure
of home labour demand is expressed also by Vi2&€&6). In his opinion, even if OFDI may
positively affect domestic production and expottis may have huge repercussions on
employment. If, for example, stages of the producprocess are performed abroad, whereas
final processing is made at home, exports and itapiocrease, while value added and
domestic employment decline (Visser, 2006). Addgilby, agreeing with Kokko (2006) and
Lipsey (2002), the author shares the opinion theDDleads to a shift in home labour

demand from a lower-skilled to a higher-skilled Wiorce.

As apparent from this short discussion, despitestauibial concerns on the potential negative
effects of OFDI on home employment, various arewhgs through which foreign activities
may impact the labour structure of the home econoamg the final direction of those
changes is hard to predict. Due to the high coxkiylenvolved in forecasting the final
direction of movements in the level of employmeaspirical analyses become an essential
tool for better understanding. The effect on hom®leyment has been one of the most

investigated areas in the OFDI-related literaturel @&mpirical analyses have literally
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flourished in the past three decades. Consequeahily to the sheer size of this literature, in

the following paragraphs only the most significaeontributions will be provided.

One of the first available studies is that of LigskKravis and Roldan (1982). Utilizing data
for both Sweden and the US, they observe a higleur intensity in the activities performed
by affiliates in low-wage economies. Converselghr capital intensity is observed in the
activities performed at home, suggesting a poterda@verse effect on total domestic
employment levels (Lipsey, Kravis and Roldan, 1988)a likely fashion, the estimates of
Brainard and Riker (1997), which focus on the U&nal show a small substitution effect
between employment at foreign affiliates and emmlegt at the US parents’ sites, as a
response to downward changes in the cost of laladimoad. On the other hand, this
substitution effect appears to be fairly strongween affiliates in other host countries
(Brainard and Riker, 1997). Nevertheless, as sugddsy Kokko (2006), it should not be
expected to observe in other economies the santerpateen in the US, where more
advanced activities are always kept within the dstrneboundaries. Blomstrom, Fors and
Lipsey (1997), for instance, argue that in Swed&bDOs associated with more employment
at home. When foreign activities are located ireotttreveloped countries (the majority, in the
case of Sweden), the increase in employment isrebden lower-skilled positions. On the
other hand, when OFDI is directed to less developednomies, white-collar domestic
employment increases (Blomstrom, Fors and Lips€9®71L A similar study, conducted by
Lipsey, Ramstetter and Blomstrom (2000), finds #iab in Japan employment is positively
related to OFDI. Braconier and Ekholm (2000) howewabserve a substitution effect
between employment at foreign affiliates and empleyt at home. Nevertheless, this
relationship holds true exclusively when OFDI isdted in other developed economies
(Braconier and Ekholm, 2000). Almost identical d@he results of Konings and Murphy
(2003) which, utilizing an extensive panel of dadahundreds of European MNEs, find that
foreign affiliates’ employment substitutes domesmployment only when located in more
economically advanced countries with higher wadasbstitution effects are absent when
investments are located in low-wage regions angrestingly, in any case of investments
related to the non-manufacturing sector (Konings Eurphy, 2003). In a study devoted to
Italy, Falzoni and Grasseni (2003) observed thgtleyment is negatively affected by OFDI

only in the case of SMEs. Furthermore, also in tiaise, the effects on employment seem to
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be strongly related to the level of developmenthaf host country. As a matter of fact, the
negative relation between OFDI and employment veasd principally for investments in

developed countries, as already observed in Brac@md Ekholm (2000) and Konings and
Murphy (2003). Slightly different are the conclussodrawn by Castellani and Navaretti
(2002), which observe that foreign investment ialyitis generally associated with

improvements in the level of employment.

A different stream of authors has been focusindusikeely on the impact of OFDI on labour
demand for skilled or unskilled labour. Among thesnrelevant contributions, we find that
of Feenstra and Hanson (1996). The authors, amglydata for the US industries, argue that
shifting productive activities abroad can be coestd as a main determinant of the demand
for skilled labour in the country (Feenstra and stan 1996). An additional relevant work in
this stream of literature is the one developed layghter (1995; 2000). The author however,
does not find empirical evidence supporting thespnee of a significant relationship between
OFDI and changes in domestic labour demand. A coaly@analysis, conducted by Hansson
(2001) on Swedish companies, finds a positive amghifgcant relationship between
employment in foreign affiliates located in emeggoountries and demand for skilled labour
at home. On the other hand, no such relationshgkan found with the employment rates at
affiliates situated in OECD countries. Similarlye&tl and Ries (2002), analyzing MNEs from
Japan, find a significant and positive relationwesn skill-intensive employment at home
and OFDI. This effect however, declines when investts are directed to more developed
economies. In case of investments in countries wptrticularly high income and
development level, OFDI can even result in a radaocof the skill-level of domestic

operations, in accordance with the findings of eygg~ors and Blomstrom (1997).

Not surprisingly, also in this case very few enwaliworks have focused on the home-
employment effect in emerging economies. Among éhasteresting is the work of Masso,
Varblane and Vahter (2007), looking at Estonia, Eibjun and Jinyong (2011), devoted to
China. In each case, a positive and significardticaiship between OFDI and domestic
employment rates is found. In particular, both atghargue that the home implications of
OFDI from emerging economies diverge from thoseeoled in more advanced countries,

and that there should not be any concern relatpdtential job losses in emerging economies
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investing abroad. In the opinion of Masso et ab0@), those findings may be explained by

the prevalence of horizontal South-South investseriginating from the country.

After having revised the relevant literature congay the effect of OFDI on employment and
labour demand, a general principle seems to emérdact, if one excludes the studies that
focused on the US, the vast majority of the emairitndings seem to suggest that a
substitution effect between foreign and domestiplegments exist only in the case of OFDI
directed to more advanced economies. For what cosi¢he structure of the labour demand,
it has been observed that, in the case of investimenless developed economies, the
domestic demand for skilled labour increases. Vieesa, the demand for lower-skilled jobs
increases when production activities are instailhebbss-developed countries. In the specific
case of emerging countries, where horizontal imaests directed to other emerging
economies are prevalent (Kokko, 2006; Masso eR@Dy), policy makers should not worry

about the OFDI effects on domestic employment.

Overall, from the aforementioned reasons, it setiatsmany of the concerns related to OFDI
and its impact on employment are exaggerated. Meless, policy makers shall take
extreme care in forecasting the likely changes thay happen in the structure of labour

demand.

2.1.5 Summary and reflections

In the literature previously reviewed, several wdysugh which OFDI may impact the home
country and its development have been identifiddcst Fof all, OFDI may create a more
efficient channel for international trade, promgtintra-industry commerce and incentivizing
exports of intermediate goods. OFDI may also bengsortant channel for technology and
productivity spillovers, both via imports of techogically advanced products and via intra-
firm knowledge transfers. Theoretically, it hasoabeen argued that OFDI should not pose a
considerable threat to domestic investments, mathl to the potential to reinvest
domestically the internal funds generated throughDD Furthermore, OFDI is not
automatically associated with decreases in emplaynespecially in the case of horizontal

investments.
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Empirical evidence then allowed a better assesswietitose theoretical linkages between
foreign investments and the home economy. It has lseowed however, that no unanimous
response has been given to the question of whatbemplementary or substitute relationship
exists between exports and OFDI. Also in the cdsteahnology spillovers, the extensive
heterogeneity in empirical results does not allonconfirm the presence of linkages with
OFDI flows. The same high variation in empiricasults does not permit to clarify whether
OFDI substitutes or complements domestic investmeénmuch less ambiguous response has
been given regarding the effects on employmentaanithe structure of labour demand. In the
majority of cases, in fact, decreases in employmemt usually associated only with
investments in developed economies, with the denf@amldbour usually remaining unaltered.
In the opposite case, of OFDI directed towards tksseloped economies, home employment
is expected to increase, accompanied by an incrieaslee demand for skilled workers.
Finally, when focusing on emerging economies areir tipeculiarities, some interesting
findings have emerged. As an example, it seemdQR&ll is likely to have a reduced impact
on exports promotion in emerging economies. Thiduis in part to weaker linkages between
the MNEs and its foreign affiliates and in parthe geographical and sectoral distribution of
OFDI from emerging economies. As a matter of fast,observed in figures 1.5 and 1.6,
emerging countries tend to invest prevalently iheotemerging economies (South-South
OFDI) and mainly in the service sectors, where letermediate products are involved.
Emerging countries may also find more difficultiasbenefiting from technology spillovers,
due to their reduced “absorptive capacity” andh@irttendency to invest in other emerging
(and thus less technologically advanced) markett, ¥heir deeper integration with host
countries’ firms and the few empirical results daale seem to suggest the opposite. In
addition, it is possible that emerging economiey & more likely to observe a substitutive
relationship between OFDI and domestic investmértis concern, dismissed by the theory,
has however been reinforced by the empirical evideawvailable. Conversely, as observed
from empirical studies, emerging countries’ goveenits should not be exaggeratedly worried
about job losses at home. As the majority of ORDI developing countries is South-South
FDI, the overall effect on employment should beested to be positive. The possibility of a
fall in the demand for lower-skilled workers shoultbwever raise some concerns.

Concluding, theory seems to pinpoint the preseficeauous beneficial effects for the home
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country from OFDI, especially in terms of increaseternational trade and productivity
enhancements via technology spillovers. The neiceffof those benefits may then translate
into greater economic growth. Yet, it would be fsblto expect for emerging economies the
same effects predicted for developed countriesa Asatter of fact, many are the peculiarities
characterizing emerging countries and their OFBWH. Among those, their less efficient
institutions, their lower technological and managecapabilities, the concentration of OFDI
in other less developed areas and in the servicrseall contribute to suggest that the
positive home effects of OFDI in emerging countaes likely to be smaller in size than those
predicted for more advanced countries. Neverthebegsmixed evidence obtained in many
empirical studies focused on developed regionslaagaucity of works related to developing
economies makes it necessary to recur to macrorealpevidence which directly relates

foreign investment and economic development.

2.2. IFDI effects on the Host Economy

Despite the focus of the present work being onefifects of OFDI on economic growth and
development, some attention shall still be devedettie implications for the host countries. A
brief analysis may be helpful for a better underdilag of the topic and can also be useful for
comparative purposes with the previous sectionthdss subject has been heavily dealt with,
and as the size of the relevant literature is gigathe present section provides only the
works of the most relevant scholars and will retypreviously compiled literature reviews.
Among the most excellent contributions proposedrehare those of Blomstrom and Kokko
(1996), Lipsey (2002), Navaretti and Venables (30Ghd Johnson (2006). The next
paragraphs are devoted to the analysis of the pateffects of IFDI on the host country in
general, while still seeking to keep the focuslmdpecific case of emerging economies. The
relevant literature seems to generally agree orchvare the areas of the host economies that
may be more positively affected by inward flows@DI, and those closely resemble the
ones analyzed in the preceding section. The paldoti technology spillovers and the effects
on employment are the ones on which more scholak has been published, followed by the

impacts domestic investments and trade.
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2.2.1 IFDI and technology spillovers

According to Findlay (1978), a firm’s technicalieféncy is directly and positively related to
the presence of foreign competitors establishedlljpcAccordingly, it does not surprise that
the possibility of technology spilling over fromDFis one of the greatest hopes crossing the
minds of host-country policy makers when attemp#hgttracting FDI flows (Johnson, 2006;
Blomstrom and Kokko, 2003). Markusen (1995) argtieg some of the main features of
modern MNEs are knowledge intensiveness, a higal leff R&D expenses and advanced
products. Additionally, according to Johnson (2008INEs are believed to be technologically
more advanced than local firms in host economiasaAonsequence, there is the possibility
for parts of this technology to be transferred,limgly or not, to host countries’ firms
(Johnson, 2006). Technological spillovers havepibiential to generate great benefits for the
domestic firms that are able to reap them, for rieseof reasons (Blomstrom and Kokko,
1996). First of all, most of the times the pradicand technologies utilized by foreign
affiliates of large MNEs are often not available host countries (Blomstrom and Zejan,
1991). Secondarily, it may be easier and less riskgopycat new technologies when they
already have proven their potential, instead ofettgvng them in the first place (Blomstrom
and Kokko, 1996). Several are the channels thraughkh technology spillovers may occur.
As an example, domestic firms may attempt at itmiigathe technologies and practices of
foreign firms by observation, through reverse eagimg or by hiring their employees
(Javorcik, 2004). This type of spillovers howevegy be more easily achievable in relatively
more developed host economies, which may possessegrcapabilities to emulate the most
advanced foreign technologies (Blomstrom, 1991)tHemmore, transfers of proprietary
technology or of technology-intensive assets mgypha through intentional market-based
transactions (Navaretti and Venables, 2004). Aediifit type of spillovers happens when the
entry into the local marketplace of foreign firmacieases competitions and pushes
incumbents to use their technological endowmenteerefficiently or to engage themselves
in more intensive and effective R&D activities (Bistrom and Kokko, 1998). Generally
speaking, when domestic activities are able to ta#leantage of the presence of more
technologically advanced foreign competitors opegatlocally, we refer to horizontal
spillovers (Javorcik, 2004). However, MNEs that eosacerned about proprietary technology

spilling over to local firms may put in place menlsns preventing horizontal spillovers
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from happening, such as the patenting of propyetachnology or the provision of higher
wages to shield against turnover. On the other hMMNEs are less likely to attempt at
inhibiting vertical spillovers, i.e. spillovers ageing through forward or backward
connections between domestic firms and foreign diwperating at a different level of the
supply-chain (Javorcik, 2004). For instance, MNEsyrmtentionally commit themselves to
augment the quality of the output of local supgliefor those products that cannot be
economically imported from the MNESs’ country of gin. Also their customers may be
positively affected, when specific training in saland marketing practices is provided.
Additionally, service providers such as accountamtiegal advisory firms may benefit from
operating with the local branches of foreign MNEg#ich have an obvious interest in
improving and modernizing the practices of theitadmrators (Meyer, 2005). Moreover, the
presence of foreign firms may incentivize the depelent of investments in public goods,
such as infrastructure or formal training prograrapend could promote the emergence of
local suppliers of inputs that were not previouslailable in the host country (Navaretti and

Venables, 2004).

Spillovers however, may also have a negative effeud the efficiency and productivity of
domestic firms may be reduced when foreign commstiestablish themselves in the host
country. As highlighted by Lipsey (2002), foreigubsidiaries of global MNEs may enter the
host market by acquiring the most efficient firtiays lowering the average productivity and
efficiency levels of the local industry. Additiohgl foreign firms may steal market share,
reducing the production levels of domestic playbeg are forced to operate at a much less

efficient scale (Lipsey, 2000).

To date, the empirical studies aiming at verifythg presence of technology spillovers from
IFDI on host economies have been almost uncountaBlee of the earliest contributions is
the one of Caves (1974), who identifies a positaljough not particularly strong, relation
between FDI and higher productivity of host cowegrifirms in Australia. Globerman (1979),
focusing on Canada, confirms Caves’ findings. Mtran a decade later, Nadiri (1991)
identifies a positive and significant relationshigtween IFDI and total factor productivity in

Germany, France, Japan and the UK. More recentlyelier, a bulk of authors focused on the

2 Barba Navaretti and Venables (2004) and Gorg aeer@way (2001) both provide an excellent reviethefempirical literature related
to this topic.
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UK, with mixed results. Amongst those, importantddeen the works of Girma, Greenaway
and Kneller, (2001), Driffield (2001) and HaskekrBira and Slaughter (2002). While the
latter sets of authors find evidence of positivil®gers from FDI, Girma et al. (2001) are not
able to find any significant relationship betweddl Bnd productivity of domestic UK firms.

Overall, the picture emerging from the studies @né=sd above, related to developed

countries, is rather optimistic with regards tdlsgers from FDI.

For what concerns emerging countries, their redilower technological level may increase
the potential for efficiency increments even in tase of small spillovers (Johnson, 2006). At
the same time however, the reduced absorptive dajgsb(measured by variables such as
knowledge capital, human capital or infrastructguality) of emerging economies may make
it more complicated to take full advantage of athitable opportunities for improvements in
efficiency (Kokko, 2006). Fortunately, the extersigmpirical literature allows us to shed
some light upon the effects on FDI on technologlyisrs in emerging countries. Focusing
on Mexico, Blomstron and Persson (1983) and Kokk894) both find evidence of
technology spillovers from foreign investments. k&t and Harrison (1999) look at
Venezuela and surprisingly find negative effectdaskign investments on domestic firms’
productivity. Haddad and Harrison (1993) and Katn2000), focusing on Morocco and
India, respectively, obtain results that vary witie type of industry analyzed. In general, the
greater heterogeneity of the results obtained wbeking at emerging countries may suggest
that they are less likely to benefit from technglagpillovers as a consequence of IFDI.
Nevertheless, as suggested by Gorg and Greena®@@¥)(and Gorg and Strobl (2002), much
of the variety in findings can be attributed tofeliénces in the empirical methodologies

adopted.

2.2.2 IFDI, employment and wages

Employment and wages are two areas of great intefesn discussing the impact of IFDI on
the host economy. According to Meyer (2005), FDk ha great potential to increase
employment in the host country. Job creation maynbg be stimulated directly, principally
via Greenfield investments and indirectly, when fastance local suppliers hire new
employees as a consequence of an increase in ddroantbreign companies (Meyer, 2005).

At the same time however, IFDI may cause local eyrmpent to shrink, when it crowds out
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domestic players with more labour-intensive promhectactivities (Dunning, 1993).
Nevertheless, the overall net impact of FDI on lomgtntries’ employment is expected to be
positive. As a matter of fact, as observed by Ekh(2004), both vertical and horizontal FDI
can be thought of being positively related to theplyment levels. Whereas vertical FDI
transfers production activities from home to thetremuntry in the search for cost-efficiencies
in production, horizontal FDI substitutes exportg#ghwproductive activities in the host
countries. In both case total production levelshie host economy are supposed to increase,
leading to an increase in the demand for labouh@kk, 2004). As a consequence, the
majority of authors has focused its empirical @éfoon a sub-aspect of employment,
investigating the impact of IFDI on the level of ges in the host country. Lipsey (2002)
provides an accurate and comprehensive reviewisftdpic. According to him, it is almost
impossible to come by an empirical analysis thatsdoot find a positive effect of IFDI on
salaries, both in developed and emerging economlesertheless, higher wages paid by
foreign MNEs may simply mean that these firms empigher-skilled workers which would
receive better salaries anyway (Navaretti and Viesal2004). For this reason, it would be
particularly interesting to assess whether the wagaid by domestic firms rise as a
consequence of higher salaries paid locally byigordirms, a phenomenon described as
wage spillovers (Lipsey, 2002). Numerous empirgtaldies have been conducted to identify
the presence of wage spillovers in host countiirethe case of emerging economies, Aitken,
Harrison and Lipsey (1996) focus on both Mexico afehezuela, finding no significant
relationship in the former and negative spillovierghe latter, thus hypothesizing the presence
of a “relocation effect” of highly-skilled domestiworkers from domestic to foreign-owned
firms. Lipsey and Sjoholm (2001), conversely, dokedo provide strong evidence in favour
of positive wage spillovers in Indonesia. In theseaf developed countries, much less
investigated, Girma et al. (2001) do not find affget on the level of domestic wages in the
UK, while Feliciano and Lipsey (1999) observe aifpes relation between IFDI and wage
spillovers, although only in some specific indwesiri In general, it appears as empirical
evidence is unable to provide a unique responseetpresence of positive or negative wage
spillovers. However, from the point of view of hastuntries’ policy-makers, of greater
interest would be to evaluate the overall changetheé average salaries that are induced by

IFDI. These changes are affected by a combinatfonmigher wages paid by foreign firms,
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wage spillovers and increases in the demand faukafLipsey, 2002). Overall, the empirical
studies related to this subject provide significawilence of a positive linkage between IFDI
and the average level of wage in the host countAésen, Harrison and Lipsey (1996) in
Mexico and Venezuela, Feenstra and Hanson (199'Wldrico and Figlio and Blonigen

(2000) in the US, all observe the presence of pesieffects of foreign investment on
domestic wages. As a consequence, even in the atasen-significant or negative wage
spillovers and both in developed and emerging c@msjtit can be concluded that there is
substantial evidence of a positive overall effeciFDl on employment and on the wages

received by domestic workers.

Nonetheless, some additional employment-relate¢ermis can follow the arrival of foreign
investments in the host country. Barba Navaretti ¥enables (2004), for instance, discuss
the impact of IFDI on the demand for skilled or kiled labour in host countries. This is a
topic that has already been dealt with when anadyzhe home country effects of OFDI.
When looking at host countries however, no spegifiterns emerge. The results provided by
empirical research are in fact extremely heterogeseespecially for developed economies.
One of the very few studies that focused on an gimgrcountry, i.e. Mexico, was performed
by Feenstra and Hanson (1997) and reported posstw@ence supporting a relationship
between IFDI and the rise in demand for skilled keos. The absence of analyses on a similar
sample however, does not allow confirming theidiings. Additionally, as described by
Meyer (2005), some worries may be formulated aratwedoossibility that global MNESs, via
their enormous bargaining power, might lower thedour and environmental standards in the
host country. Although the fear of worsening threputation may push these firms to operate
above usual standard, as suggested by Moran (20G2;hance to reap additional profits
may sound tempting enough. In any case, the absanempirical proof makes it hard to

legitimate these concerns (Meyer, 2005).

Notwithstanding these additional concerns, underight of the literature discussed above, it
may be deemed reasonable to expect an overally@osttpact of IFDI when looking at host
countries’ employment variables. More specificathg attraction of IFDI is likely to benefit
the host countries by increasing employment lewald by raising the level of wages.
Additionally, significant differences in the forestad effects between developed or emerging

economies should not be expected.
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2.2.3 Other effects on the host economies

A certain number of scholars, when analyzing théeqtmal effects of IFDI on the host
economies, have considered also international teak domestic investments as areas of
interest. However, as these two subjects are legn®vely investigated throughout the

literature, less attention will be dedicated tanhend they are considered together herein.

Blomstrom and Kokko (1996) provide a comprehenssvdew of the potential effects of
IFDI on international trade in the host country.cAaing to them, few local firms in host
countries (particularly those located in emergingrmmies) possess the same knowledge and
capabilities in exporting activities than MNEs, winiare able to leverage on an extensive
international network of foreign operations and arhigh reserve of financial resources.
These firms may thus help local players to expaegbbd the host country’s borders and help
the overall trade performance of the host courBigroistrom and Kokko, 1996). First of all,
as suggested by Bhagwati (2004), at a more geardahigher-level MNEs may operate as an
important opposition force against protectionisrd anfavour of free-trade and liberalization.
More pragmatically, foreign firms may help locabpérs in better accessing international
buyers (Blomstrom, 1990). Global MNEs might do gocbntracting local firms as suppliers,
thus providing them with the possibility to achieyeater scale and to acquire the knowledge
required to operate with foreign customers. Thiowdedge could, subsequently, be
transferred to other operations within the domegtim (Keesing and Lall, 1992). More
indirectly, domestic players could increase théility to operate internationally simply by
imitating the behavior of global MNEs operatingtieir markets, or by hiring some of their
former employees, thus achieving important “marketess spillovers” (Blomstrom and
Kokko, 1996). A series of empirical studies hasussxd on the relationship between IFDI and
the international activities of domestic firms. As example, both Aitken, Hanson and
Harrison (1994) and Kokko, Tansini and Zejan (20@serve a significant and positive
linkage between the presence of foreign MNEs aedettport performance of Mexican and
Uruguayan enterprise, respectively. Accordinglyseems safe to conclude that IFDI may
have a positive effect on international trade irstheconomies, especially in emerging
countries, where local firms initially lack the ss@and knowledge to successfully operate in

the global marketplace.
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Another macroeconomic variable that may be posytiv@pacted as a consequence of the
arrival of IFDI are capital investments, as suggedby Johnson (2006). However, at later
stages in time, the physical capital introducedfdneign firms will return to the home
economy via profits remittance (Meyer, 2005). Adhally, there may be the possibility of
foreign capital to substitute for domestic capitals leaving unchanged the overall stock of
capital in the host economy. As a consequence,reralpévidence has proven to be necessary
in investigating whether IFDI complements or substis for domestic investments. Many
scholars have engaged themselves in better anglyzis relationship in the past years and
several studies have demonstrated a complemen&ayionship between foreign and
domestic capital in both developed and emerginghts (Borensztein at al.,, 1998; de
Mello, 1999). These findings, in turn, imply a gos relationship between IFDI and

productivity capacity, via capital investments.

Across the vast literature on IFDI and its effestshost countries, several other areas have
been investigated that were not been considerdtiendiscussion above. As an example,
Barba Navaretti and Venables (2004) have lookethatpotential impact on employment
volatility, Lipsey (2002) has considered the patanto create new industries, while
Blomstrom and Kokko (1996) have also looked at itn@lications on the competitive

structure of host economies.
2.2.4 Summary and reflections

The literature just reviewed, although brief conguhbio the available contributions, allows for
drawing some conclusions upon the impact of IFDIhost economies. In particular, it has
been showed that many are the channels throughhvibieign investment can benefit host
countries, such as increases in employment ankbvieéof wages, promotion of international
trade, increments in the stock of capital invested the possibility of reaping technology and
productivity spillovers. All these effects, conseqtly, have the potential to promote
economic development and growth. Also in this casepirical evidence proved to be an
essential tool for the validation of theoreticapbtheses. In particular, the majority of the
studies related to technology spillovers confirra giroductivity enhancing effects of IFDI.

Evidence related with employment and wages subatastthe existence of positive effects of

foreign investments on job creation and wage irggean host countries. Empirical results
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also provide ample support to the presence of @ip®selationship running between IFDI
and international trade and between IFDI and doméstestments. Furthermore, it is also
possible to outline some specific differences tima&y involve emerging countries.
Interestingly, it seems that emerging economies likkedy to see a positive impact on
employment, wages and domestic capital which islaino what would be expected in the
case of more developed economies. Moreover, engepaontries may also expect greater
advantages from IFDI in terms of increased expaoniginly due to their initial inexperience
and lack of knowledge about international tradeveMtheless, as showed by available
empirical research, the relationship between IFDItechnology spillovers in emerging
economies cannot be unambiguously determined. Tiesséts are similar to those observed
when discussing OFDI. As a matter of fact, alsdhis case, it may be suggested that the
minor absorptive capacity of emerging countries megvent them from fully internalizing
the potential productivity spillovers deriving frotine interactions with more technologically

advanced nations.

Overall however, one of the most fascinating fesgwof the literature reviewed is the fact the
potential impact of both IFDI and OFDI on econorgrowth mainly derives from positive
influence in two main areas. These are internatidrede expansion and productivity
enhancements. In both cases, a country can seadtsomic performance improved as a
consequence of either better linkages with and kedge of foreign markets, or increased
knowledge and capabilities in more advanced prooludechnologies. For these reasons, the
potential effects of FDI activities on economic \gtb are best framed within the concepts of
the endogenous growth theories developed by Lut888) and Romer (1990), where
knowledge, technological progress and productiatg the main drivers of long-run

economic growth and development.

The scope of the next section is therefore thasskessing whether, historically, economies
have actually been able to harness the potentaltgrenhancing effects of FDI and translate

them in increased economic development.
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2.3. The economic growth-FDI nexus. A review of the maar empirical literature

As observed, many are the ways through which foreigpital may positively impact the

home and the host economy, thus leading to greateromic development and growth. Yet,
many of the empirical works that have focused specific area of the home or host country
economy have led to heterogeneous results. Additygrthe majority of these works focus

only on firm or industry-level evidence. As a camsence, a need for studies of a more
overarching nature emerges, studies that spetyfidaicus on the impact of foreign

investments on a country’s economic growth (Her284,0). As will later become apparent,
the empirical studies specifically addressed todfiects of OFDI on economic growth are
very scarce. Consequently, researches focused Dh dRd economic development are
essential for a better understanding of the tothe, empirical results obtained and the
methodologies and techniques adopted. Some ofghmaches presented in the following
review are in fact utilized to perform the empitieamalysis presented in chapter 3, which
constitutes the core of the present thesis andheplefully provide additional insights on the

relationship between OFDI flows and economic growvtemerging economies.

The following paragraphs begin by reviewing the kgoassociated with IFDI before shifting
to the works addressed at the OFDI-economic graetdtionship. The various works are
divided by methodology, separating cross-countpmfrtime-series analyses. Appendix 2

contains a summary of the empirical contributioasein analyzed.

One of the earliest contributions is that of Balasmany, Salisu and Sapford (1996), who
focus on 46 emerging countries and adopt a crogstoporegression analysis to evaluate the
impact of FDI flows on economic development. Thanegstes they compute are significant
and positive, although they are stronger for thomentries adopting export-oriented policies
instead of import-substitution strategies, thuslinmg the participation of trade openness in
the FDI-growth relationship (Balasubramany et H896). A couple of years later, influential
has also been the analysis conducted by BorensddeinGregorio and Lee (1998). Their
approach adopts a cross-country regression andbgsied on FDI flows from industrial
countries to 69 developing countries (Borensztéhe, Gregorio, Lee, 1998). All their
regressions are estimated adopting the SUR (Segnumgelated Regressions) technique and

are based on panel data. Among their most robndinfys is the fact that FDI is positively
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related to economic growth only when it interacthvwuman capital; that means that in order
to promote growth, foreign direct investments mhbst supported by a certain level of
schooling in the host country (Borensztein, De @Gregand Lee, 1998). In the same period,
remarkable has been the work of Olofsdotter (1998 author utilizes a sample of 50
countries, the majority of which being emergingd aadopts a cross-country regression
methodology with an OLS estimator. His results Hartconfirm the presence of a positive
and robust relationship between growth and theksbddFDI. Additionally, this relationship
becomes stronger in the case of economies with meveloped and efficient institutions.
However, as opposed to Brensztein at al. (1998jdes not find evidence of the existence of
an interaction effect between FDI and human capmtala condition to promote growth
(Olofsdotter, 1998). Bengoa and Sanchez-Robles3)2fa@us specifically on Latin-America,
performing panel data analysis on a sample of 1@fi@s. The estimates they obtain show a
significant and positive coefficient for FDI, whicdlso proves to be robust to different
specifications in the methodology adopted. The mtdresting aspect of their study is
however that the size of the impact of FDI on glowtrongly depends on certain host
country’s conditions, such as openness, politiodl macroeconomic stability and a threshold
level of human capital (Bengoa and Sanchez-RoBI&33). Of particular interest is also the
work of Carkovic and Levine (2002), who analyzeample of 72 emerging and developed
countries. Their paper aims to innovate the previgerature, by bringing in new statistical
approaches and different databases. As per newustis@t techniques, they adopt the
Generalized Method of Moments (GMM) panel estimapeviously devised by Arellano
and Bower (1995), with the goal of controlling foountry-specific effects and other biases
that might affect both the coefficient estimated &me coefficient standard errors. For what
concerns the panel of data, they adopt brand neéavfoam the World Bank, implemented by
and checked against the IMF's World Economic Outpata on openness (Carkovic and
Levine, 2002). According to their findings, it seems there is no independent exogenous
influence of FDI on economic growth. Further sigraht developments in the field have been
brought up by the academic work of Alfaro, Chanalemli-Ozcan and Sayek (2004),
looking at a sample of both OECD and non-OECD aaesmit The primary objective of their
paper is to assess and quantify the relationslaprtins among financial markets, economic

growth and FDI. They base their study on the hypsith that more developed financial
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institution could improve a country’s ability toaje the benefits of FDI (Alfaro et al., 2004).
In order to do so, they adopt a series of finarbégdendent variables drawn from the previous
extensive literature on the topic, such as King aadine (1993) and Levine and Zervos
(1998). They implement a standard OLS regressialyais, relating economic growth to
FDI, initial GDP per capita, a series of proxiesfinancial institution development and other
control variables widely acknowledged in the litera. Their empirical results, using data
from the IMF, display an ambiguous role for FDIterms of its contribution to economic
growth, although the presence of highly developednicial systems completely reverses the
outcome of the regression analysis, suggesting satiy@ impact of FDI on economic

development (Alfaro et al., 2004).

Another stream of empirical analyses abandonedsarosntry regressions and utilized time-
series approaches, as a way to better define thsalkeelationship between FDI and growth.
Confirming the need of a clarification on the cdigairection between OFDI and economic
growth, many scholars have moved their empiricalysis beyond the evidence from panel

data.

As an example, de Mello (1999) complements hisenge from panel data with time series
analyses, as a way to estimate the impact of inlw&don Total Factor Productivity (TFP),
capital accumulation and output in recipient coestrThe empirical evidence provided in his
work is puzzling, as the growth-enhancing effedtd=DI appear to be quite sensitive to
country-specific factors (de Mello, 1999). Extregnehteresting for the purposes of the
present work, is also the study of Zhang (2001) ¥dtuses on assessing the causal patterns
between FDI and economic growth in 11 emerging esoes located in East Asia and Latin
America. The approach he adopts, which profoundliijyénces the methodology chosen for
this thesis, consists of a “three-step” proceduvbere unit-root and cointegration tests
precede both short-run and long-run causality @esly The results obtained from his
empirical analysis suggest different patterns m BDI-growth nexus across countries. As a
matter of fact, more liberal trade regimes, higb@ucation levels and political stability tend
to enhance the positive influence of FDI in hostremnies (Zhang, 2001). Maintaining the
focus on understanding the causal linkages betw&drand growth in emerging economies,
Basu, Chakraborty and Reagle (2003) adopt a differnd particularly interesting

econometric approach, based on a panel cointegritaimnework. As stated by the authors,
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that approach allows an increase in the model}alfity and introduces the possibility of
controlling for common time fixed effect across ttwuntries in the sample. The outcomes of
their analysis ultimately suggest the presence lohg-run steady-state relationship between
FDI and growth. Liberalization, however, plays ay k®le; in fact, in close economies
causality mainly runs from growth to FDI, whereasnore open ones bidirectional causality
between FDI and growth is found both in the long anthe short-term (Basu et al., 2003).
More recently, Sridharan, Vijakumar and Chandra h&ek (2009) provide additional
contribution to the causality analysis of FDI-growdlynamics, narrowing their focus on
BRICS countries alone. The main peculiarity of theork is the adoption of the Industrial
Production Index (IPI) as a proxy for economic giowAlthough their econometric
framework does not innovate from previous empingatks, their results once again confirm
the interdependence between patterns of FDI acationl and economic growth,
highlighting country-specific peculiarities. As aatter of fact, while growth is observed to be
leading FDI bidirectionally for Brazil, Russia arbuth Africa, FDI influences growth
unidirectionally in India and China (Sridharan kf 2009). One of the most recent empirical
analyses on the effects of IFDI on emerging coastigrowth has been that of Herzer (2012).
Drawing on the methodology adopted by Basu et 2008), the author utilizes panel
cointegration techniques on a subset of 44 emergoanomies. As opposed to previous
scholar works, his coefficient for the FDI variab#hows a negative and significant
correlation with economic growth. Nonetheless, Ise abserves an extremely high degree of
heterogeneity, with the effects of FDI on growthdely diverging across countries. Such
large difference can, in his opinion, be explaitgddifferences in economic freedom, FDI

volatility and dependence from natural resourcesZker, 2012).

The contributions listed above, are just a selestedple of the immense empirical literature
looking at the IFDI-growth relationship. Considerithe recent upswing of OFDI flows,

illustrated in section 1.1, one should expect alamupward trend in the number of empirical
contributions devoted to OFDI. On the contrary, wheoking around to retrieve some
scholarly works on OFDI and economic growth, thedkcape is surprisingly gloomy. As a
matter of fact, to knowledge, only very few authtwvave looked at the macro-empirical

relationship between OFDI and economic growth. ©hthose is Dierk Herzer and, as his
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work has been inspirational for this thesis, hisiimi@ndings and the methodologies he

adopted are summarized in the lines that follow.

In 2009, Herzer (2009) made the first attempt aéteding the impact of OFDI flows and
stocks on the overall economic growth of a counHis approach includes two different
econometric techniques; i.e. a cross-country regyeson 50 developed and emerging
economies and a time-series analysis on the lakg@ssupplier in the world, the US (Herzer,
2009). The regression function and the coefficidrgsconsiders, are drawn from previous
empirical studies, including those of Barro (208&) Levine and Renelt (1992), and the data
are mainly retrieved from the World Bank’'s WDI (MtbiDevelopment Indicators) database.
Both econometric approaches provide evidence obstipe and significant relationship
between OFDI and per capita income growth. Addélyn the long-run causality relationship
proves to be bidirectional, meaning that while OFDbst growth, also GDP enhancements
positively affect local MNE'’s capability to inveabroad (Herzer, 2009). Two years later, he
continued focusing on OFDI, employing however dedént dependent variable, i.e. Total
Factor Productivity (TFP), instead of economic gimwDiverging is also the sample he
chooses, which consists of 33 emerging economisse¢bnometric framework employs, as
in Basu et al. (2003) and Hsiao and Hsiao (200@greel cointegration approach. In line with
modern time-series theory, he adopts both a Dynabrdinary Least Square (DOLS)
estimator and an Error Correction Model (ECM) agag to estimate the relationship between
OFDI and TFP. Among the most important findingsdnaws from the empirical analysis, is
that there is a long-run positive correlation betwehe two variables. He therefore argues,
based on his results, that promoting OFDI couldehapositive impact on economic growth

in the home country, via productivity enhanceméRirzer, 2010).

Apart from the two studies presented above, thegmtework is aware of only one additional
contribution that aims at identifying the overatipact of OFDI on economic growth, i.e. an
analysis on the causal links between OFDI and enangrowth in Malaysia, performed by
Wong (2010). Evidence from the Granger test on tg@ees data reports the presence of a
unidirectional causal relationship running from eamic growth towards OFDI. According
to Wong, this result is determined by the scaroitypusiness interactions between domestic
firms and Malaysian MNEs, which are reluctant tarse inputs at home due to a diffused

lack of price competitiveness in the domestic maféong, 2010).
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2.3.1 Final reflections

The previous paragraphs have presented a seleatieontributions analyzing the macro
empirical relationship between FDI and economicwgho Although the majority of
contribution dealing with IFDI provides evidence afpositive correlation with economic
development, it has proven difficult to identify anambiguous relationship between the two
variables (Johnson, 2006). As a matter of fact,trobshe times that such a relationship was
found, it was conditional on country-specific claeaistics, such as the initial stock of human
capital, openness, macroeconomic stability or #neetbpment of domestic financial markets.
These observations are in line with the opiniort #raeconomy’s ability to reap the positive
spillovers stemming from foreign investment actestmay be hampered by local conditions
(Alfaro et al., 2004). Those results concur alsthwhe consideration that a “conductive
economic climate” is a prerequisite for exploititige potential of FDI (Balasubramanyam,
1996) and with the idea that some countries mak the absorptive capacity required to
benefit from technology and productivity spillovéBorensztein, de Gregorio and Lee, 1998;
Tavares and Young, 2005; Kokko, 2006). Moreovee, findings confirm the opinions of
Romer (1990), which considers human capital leaals integration across global markets as
critical factors to achieve faster economic growtastly, it has also been observed that in
some cases (Zhang, 2001 and Basu et al., 2003)ld&teonship between IFDI and GDP can
run in the opposite direction, since economic gloedn be considered as a major attractive
force for IFDI flows (Ozturk, 2007).

Nevertheless, the most important finding of thigiee has been the identification of a huge
loophole in the relevant literature. Consequeratymentioned in the introductory chapter, the
present works has the ambitious goal of fillingtthale, providing a comprehensive empirical
assessment of the growth enhancing impact of ORDdleveloping economies. Whereas
Herzer (2009) already suggested the presence obs#ivie relationship for developed
countries, it has also been showed how emergingeheconomies may differ in their ability
to reap the potential advantages of OFDI. As a egmence, a different result may emerge
from the present thesis. Furthermore, acknowledjirag the GDP-OFDI relationship may
run in the opposite direction, as already demotestiray Wong (2010), causality analysis is

needed to complement our empirical assessmentravilp a comprehensive picture of the
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complex connections between OFDI and economic droWie next section deals exclusively
with empirical analyses and comprehends a thorodgscription of the methodologies
adopted. As the reader will notice, those methaglek partially draw on the ones employed
in the literature just reviewed, having chosen ¢htheat appeared to be more suitable for this

thesis’ purposes.
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3. EMPIRICAL ANALYSIS

3.1. Introduction

As suggested in the previous section, a thorougpireral study of the linkages between
economic growth and OFDI in emerging countries has been identified in the literature
researched. Accordingly, this thesis’ ambitiouslgsagrecisely that of performing such an
analysis, drawing on a wide array of econometradst@nd techniques. More specifically, an
attempt is made at determining whether or not ewirey flows of OFDI are related to
enhanced income per capita. Additionally, havingiceal the heterogeneity of the results
provided by most researches dealing with IFDI armawmh, a country-by-country causality
analysis of the economic growth-OFDI relationshépdeemed of extreme importance. The
econometric instruments required for these typesweéstigation pertain to two different
families of statistical techniques, i.e. panel datad time-series analysis. In the next
paragraphs, a short discussion on the reasontethtd the very adoption of those techniques

is presented.

As described in Kennedy (2008), one could roughhdé modern econometric approaches in
two branches: microeconometrics and time-seriegysisa The former mainly consists of
various typologies of cross-sectional data. Amdmgse, there are also longitudinal or panel
data, where a determined cross-section of countgesple, etc. is monitored over time
(Kennedy, 2008). Many authors have investigateditea of panel data, singling out pros and
cons, benefits and drawbacks. One of the main hsnsfstraightforward and consists in a
much wider datasets with greater variability anduced collinearity between the variables.
As a consequence, data become more informative @mpglide a stronger basis for
increasingly efficient estimation. Panel data als® suitable to cope with heterogeneity in
the individual units. As a matter of fact, eachiwmtlual (or country) is influenced by various
unmeasured variables, thus biasing the estimatitanel data performs fairly well in
correcting these types of biases (Baltagi, 2005)di#onally, panel data permits better
analysis of dynamic behaviours. They do so avoidiregneed for very long time-series, by
exploiting the dynamic behavior of various courgriendividuals, etc. (Hsiao, 1986). This
feature of panel data is particularly useful in tase of OFDI, considering the recent nature

of the phenomenon and, consequently, the abseracéof) time span of analysis.
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Among the possible drawbacks and weaknesses of gatzeidentified in the literature, there
are: issues in the construction and data collectib panel surveys (Kasprzyk, Duncan,
Kalton and Singh, 1989), measurement errors cabsedaulty or deliberately distorted
responses, and sample selection problems thatfgrbses in the inference drawn from any
single sample (Baltagi, 2005). These potentialtitions however, refer mainly to data sets
obtained through surveys or interviews. Being tagador this work retrieved from reliable
statistical databases, there is not concern thgtainthose weaknesses could affect the

empirical analysis presented hereafter.

Nevertheless, despite the many advantages of patelinferences and, whatever the results
of the regression analysis, caution must be takeenvdrawing conclusions beforehand. As a
matter of fact, and as suggested by Herzer (206®)ng others, a positive relationship
between the two variables might not necessarilylrdsom a causal impact of OFDI on
economic growth. In fact, it could be economic giowin association with higher
productivity and more available wealth, which inib@zes and allow local MNEs to invest
abroad. As a consequence, endogeneity might be@rmerious problem, affecting and
biasing the regression’s estimates (Herzer, 206€ged, as illustrated in many econometric
textbooks, the dependence of one variable on angbietured in regression analysis, does
not necessarily imply causation (Gujarati, 2003y. fhe aforementioned reasons, as a way to
clarify which is the causal direction between OF&Nd economic growth, cointegration
technigues and causality tests are applied to semni@s data for each country included in the
sample. The decision to adopt this methodologyuigpoerted, as depicted in the previous
section, by a number of influential scholars (delel999; Zhang, 2001; Basu et al., 2003;
Hsiao and Hsiao, 2006; Sridharan et al., 2009; éter2010). Drawing from those
authoritative sources, a sound econometric apprdech been devised, that extends the

analysis beyond the boundaries set by the regressjoation inferences.

The following pages discuss with a fair amount etad, the structure of the empirical

analysis and the results that derive from it. Tlke&trsection describes the data used, their
sources and the statistical software employed.ofaitig, another section is devoted to the
description of the econometric framework and exyganow data are going to be treated.

Thereatfter, a final section portrays the analyssults, before leaving room for conclusions.
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3.2. Data and statistical software

The software adopted to perform this thesis’ emgpiranalysis is STATA (StataCorp LP,
2012), a general-purpose statistical software ppek@he choice of STATA has been mainly
driven by the software’s user-friendly interfaces, completeness and, most importantly, the
presence of a wide and active user community, whwiges support through “Statalist”, an
active e-mail list where problems commonly encorgden econometric analyses are solved

through the support of seasoned scholars.

Data concerning the outward stocks of FDI are ee&d from the UNCTAD database
(UNCTADstat, 2012). On the other hand, data for @#DI flows are taken from the WDI
(World Development Indicators) and Global Developind-inance (GDF) databases

(DataBank, 2012), as well as those for any othaalike considered hereafter.

The countries under analysis are sixteen, i.eBRECS countries plus eleven other emerging
economies. As a way to select those countrieseragess of INDICES, developed by
investments banks or international organizations wdentified, that provide a list of
emerging economies with promising growth prospelisxt, all countries appearing in at
least three lists were picked and then, those tachvnot enough data were available were
eliminated. Appendix 1 details this selection pssceThe selected countries are, namely:
Argentina, Brazil, China, Czech Republic, Egyptdi&n Mexico, Malaysia, Morocco,
Pakistan, Philippines, Poland, Russia, South Afri€@uth Korea, and Turkey. The
availability and, therefore, the time-span of tlaagd change according to the type of analysis

performed.

In the case of panel data analysis, due to theehigbhmber of variables employed in the
regression, data availability is much more an issue the time-span of the data is reduced.
Observations for Russia, Argentina, Poland and KKZeepublic are yearly and span from
1994 until 2010, while observations for any otheurtiry start in 1986. As a consequence, the
panel is slightly unbalanced; nevertheless, théwsoé employed is able to deal with this

imperfection and return accurate estimates.

On the other hand, when operating with time-settes,only two variables utilized are OFDI

and GDP, thus allowing a wider time-span. Dataliermajority of countries is yearly and go

47



from 1981 to 2011, thus consisting in 31 observatioHowever, in four cases, the
incompleteness of the UNCTAD database forces tloptaah of a smaller sample. In fact,
data for Czech Republic and Russia go from 19930tdl, while data for Poland and Turkey
start, respectively, in 1990 and 1985, always endir2011.

Finally, it is worth remarking that while in thegmession equation the variable of interest
OFDI is expressed in flows, as common in the reieliterature (Alfaro et al., 2004), data
used for causality analysis are expressed in teohsstocks and are transformed
logarithmically. The main reason is that, accordm@hang (2001), Herzer (2009) and Bitzer
and Gorg (2009), stocks should be better able ptuca the long-term effects of OFDI on
economic growth. Additionally, as common in timeise studies, economic growth is

measured by increases in the level of GDP, takets ingarithmic form.

3.3. The Econometric framework

Despite a thorough description of the various eomgtoc procedures adopted is beyond the
primary goals of this thesis, the following pargdra briefly illustrate what statistical
techniques are brought to use, in order to as$essetationship between economic growth
and OFDI. The modeling is organized into two sBwi one dedicated to panel data and the
other one addressing time-series procedure. Nateatlslightly greater amount of space and

attention is devoted to time-series methodologlas, to their higher conceptual complexity.

3.3.1 Panel data approach: model and variables

When performing a panel data analysis, the chdi¢ckeoestimator is a fundamental one. The
two main estimation methodologies to deal with pala¢a are the fixed effects estimator and
the random effects estimator and, as they possisiedt statistical properties, their choice is
to be made on a case-by-case basis. In partitharandom effects methodology is supposed
to lead to more efficient estimates of the slopeffodents, while also allowing for the
inclusion of time-invariant variables, which is npbssible with a fixed effects estimator
(Baltagi, 2001). Nevertheless, in one particulad amfortunately not uncommon case, the
random effects methodology creates biases and siireetes the coefficients’ slopes. This
happens whenever the explanatory variables arelated with the composite error term,

which, in the case of a random effects estimatleg acorporates the extent to which each
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individual intercept differs from the overall intept (Kennedy, 2008). As a way to identify
whether correlation between the error term anceitpganatory variables exists (and therefore
to assess the possibility of adopting a randomeefstimator), various statistical tests have
been devised. The most commonly acknowledged addlyvadopted is the Hausman test (a
more detailed description of the test is presenfAppendix 1). Consequently, although
utilizing a random—effects estimator would be thef@rable choice, a Hausman test is needed

to verify its applicability.

Nevertheless, as in any regression analysis, an eware important choice is the one
regarding the structure of the regression equadioth the variables inserted therein. The
following paragraphs deal with this issue and pieva detailed picture of the model and

variables adopted.

Following recent economic growth literature and tlpecifications of panel data

econometrics, the following growth regression hesrbdeveloped:

GYPy = o + B1OFDI + D + B3Zi + ;¢ (3.1)

GYPis the growth rate of output per capita for coymtin yeart, OFDI stands for Outward
Foreign Direct InvestmenD is a vector of variables considered to be sigarfideterminants
of GDP growth, whileZ is a vector of control variables, which are insdrin the model one
by one, and used to control for other factors dasedt with economic growth, whileis the
error term OFDI, the variable of interest, is expressed as theesbfanet OFDI flows in GDP.
Many authors, such as Alfaro et al. (2004), ingadthg the economic impact of FDI, have
used this specification. The vector includes three variables that are consitiévebe the
most significant determinants of growth by Levimel&enelt (1992). Those are the logarithm
of initial GDP per capita in year(tnGDP), the ratio of gross capital formation over GDP
(INV), and a variable accounting for education |§&#C¥. Different was the reasoning that
led to the choice of th& vector of control variables. The process of idemid those
variables has been driven more by educated suwdjgcthan by the mere following of

economic theory’'slogmas As a matter of fact, as argued by LeRoy and Go¢l®81),

3 A better proxy for education levels would be theerage years of schooling in the adult populatiBar(o, 2001), or scores in

internationally comparable examinations, which womtroduce a qualitative measure (Barro, 2003kklaf yearly data for this variables

for our sample however, led to the adoption of giEshool enrollment in secondary education (thebmurof children enrolled at secondary
level divided by the population of persons of tiesignated school age) as an explanatory variable.
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economic theorydrdinarily does not specify which variables shobkl held constant when
performing statistical test on the relation betwestonomic growth and the independent
variables of primary interest(LeRoy and Cooley, 1981). As a consequence, th&rol
variables present in equation (3.1) were selectedebiewing past cross-country empirical
analysed and selectively picking those variables that wasserved to be more consistently
associated with GDP growth dynamics. Namely, thos@riables are: (a) the inflation rate
based on the consumer price indEX), (b) the value of traded shares over GBM), (c) the
share of government final consumption in GPBEOV), (d) the annual rate of growth of

imports(M) and (e) the annual growth rate of patémtSCH)

Uncountable empirical analyses have been perfoonezhd much has been written about the
variables contained in the regression equation. fblewing paragraphs provide a brief
description of their theoretical and empirical urpilenings, which is also helpful for a

preliminary prediction of the sign of their coeféats.

From the variables in vector D, the initial levél@DP is one of the first which have been
investigated in a relationship with economic growAls a matter of fact, Solow, a father of
neoclassical growth theory, suggested an invelstiaeship between economic growth and
the initial level of GDP per capita more than rakentury ago. According to him, in the case
of similar countries, the poorer ones will outpdke richer in terms of economic growth,
leading to a convergence in levels of GDP per eapitross countries (Solow, 1956).
Following his lead, other neoclassical models sashhose of Cass (1965) and Koopmans
(1965) maintained that same relationship. The ercs# of a convergence effect, predicting
higher growth as a consequence of lower startingl l®f per capita income, has been
empirically demonstrated by many scholars, sucBaso (1991) and Mankiw, Romer and
Weil (1992). This effect however, is found to batistically significant only if other variables
responsible for economic growth are held constdatrp, 2003). Supporting this, Levine and
Renelt (1992) find evidence of a relationship bemvgrowth of GDP per capita and initial
levels of GDP only when school enrollment was ideld in the model as an explanatory
variable. Since then, other scholars, such as i9dktin (1997), have dedicated their work

to the empirical analysis of convergence and thst waajority of studies related to the

4 Among those, the most relevant were the works afriendi and Meguire (1985), Levine and Renelt 2)9%ing and Levine (1993),
Levine and Zervos (1998), Borensztein et al. (1988)ro (2001), Carcovic and Levine (2002), Hollaardl Vieira (2005), and Dipendra
(2007)
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determinants of economic growth include the inikealel of GDP as an explanatory variable,
observing negative and significant coefficients.e@¥, given the focus of the present
analysis on a sample made of only emerging ecormraieegative coefficient for theGDP,

reflecting convergence towards a higher level oftigoment, is to be expected.

The relationship between growth and investmentdsis one that traces its roots back to the
1950s. In fact, it was as early as the 1955, whersdd Abramowitz begun dedicating its
research efforts on the determinants of divergencteevelopment and long-term economic
trends among countries, indicating differentials aapital formation as a major cause
(Abramowitz, 1955). Robert Solow has also idendifeapital formation as a main driver of
productivity enhancements, and as a necessaryndatart of economic growth (Solow,
1962). Two decades later, Kormendi and Meguire §13®nfirmed the major effects of
investments (here gross capital formation) on ttwevth of income per capita. A robust and
positive association between the share of investraad growth has also been found by
Romer (1989) and Barro (1991). Levine and Rene@92) observe that the share of
investments over GDP is the variable more robuaigociated with economic growth.
Similar results are obtained by Mankiw, Romer an@il\f1992), by implementing an
augmented Solow growth model, while Barro (2003nplying lagged, rather than
contemporaneous values for the variable, observesnaller effect of physical capital
accumulation on income per capita enhancementwiéfy almost all economists consistently
argued that capital formation has a strong andfsignt impact on per capita income growth.

Following, thelNV variable should have a positive coefficient.

As for capital formation and the initial level aidome per capita, also human capital has
historically been considered a major contributoe¢onomic growth. In Endogenous Growth
Theory, human capital is deemed to be a major resple for economic development, via
enhancements of both labor and physical capitabdyctivity (Lucas, 1988). One of the first
scholars finding empirical evidence on the positivkages between human capital and
growth rates was Romer (1989). Adopting the ltgraate as a proxy for education, he
observes a statistically significant relationshgivieen human capital accumulation and both
investments and GDP growth (Romer, 1989). Of hgJevance in assessing the impact of
education on economic growth, has been the extensisearch conducted by Barro, who

finds evidence of a positive relation between gloanhd a series of proxies for education,
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such as primary school enrollment rate, secondemgd enrollment rate and adult literacy
rate (Barro, 1991). Secondary school enrollmenesradire also found to be a robust
determinant of growth by Levine and Renelt (1983rro subsequently begins to use average
years of secondary male schooling (Barro, 2001) soades on international examinations
(Barro, 2003) as explanatory variables, always iolsig positive and highly significant
coefficients. More recently, a significant relatip between education and economic
growth has also been found when considering emgrgconomies in the data sample
(Baldacci, Clements, Gupta & Cui, 2008). Therefamegording to economic theory and

empirics, a positive coefficient for tfgECvariable may be anticipated.

Concerning the content of tivector, the first variable taken into accounthe tnflation
rate Pl). As indicated in the literature, the inflation eacan be interpreted as a
comprehensive index of the result of various mamefalicies and shocks (Levine and
Renelt, 1992). A negative relationship betweenatidh rates and growth had already been
found in Kormendi and Meguire (1985) and in Griedd& ullock (1989). Roubini and Sala-i-
Martin (1991) relate financial backwardness witghar inflation and negative GDP growth,
while Fischer (1993) also illustrates how inflatipotentially harms growth by reducing
capital accumulation. Consequently, a minus sigexjgected to be found for the coefficient
of PI.

The amount of traded shares as a percentage of(EIDIPis the variable chosen as proxy for
the countries’ financial development. A relatioqsibetween economic growth and the
development of the financial sector has been extelysresearched by a literature that traces
its roots back to Schumpeter (1911). Many schokrsh as Goldsmith (1970) and McKinnon
(1973) acknowledged that relationship through eiogiranalysis. More recently, Rajan and
Zingales (1996) find that industrial sectors thed highly dependent on external financing
benefit, in terms of growth, from the developmeffttioeir countries’ financial systems.

Within the realm of finance, stock market liquidihas also proved to be significantly

correlated with growth (Levine, 1996). Accordingltevine and Zervos (1998), both stock
markets and the banking sector development pokitiséect growth, both directly and

indirectly, via capital accruals and productivityh@ancements. More recently, interesting and
more narrowly focused contributions were those ey by Deb and Mukherjee (2008) and

by Boubakari and Jin (2010). The former identifpidirectional causality relation between
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per capita income growth and the ratio of marketitelization over GDP, basing their
estimations on time-series data for India. Theetatfocusing on Euronext countries

similarly argue for a statistically significant lgmmun relation between stock markets growth
and economic growth. The variablN, a proxy for the countries’ level of financial

development is therefore expected to have a pesitrefficient.

Government expenditureGOV) is another macroeconomic variable whose relatiothn
growth has been heavily investigated. One of tts §icholars looking at the economic impact
of government consumption was Landau (1983). Hiskwilustrates a negative interaction
between government expenditure and economic grdwthestimates hold for different time
periods and for different typologies of economaes;ept for the poorest countries (in terms of
income per capita), where non-significant positogefficients are obtained. Those results
reinforce the belief, perpetrated by proponentisesd market, according to which government
consumption expenditure increases at the expensmooé efficient private investments
(Landau, 1983). A negative relationship betweenegament expenditures and economic
growth has also been found by Romer (1989). Asianae for this phenomenon, he includes
the incentive effects of distortionary taxatiordueing the private investments that need to be
supplanted by the role of the government (RomeiB919Those earlier outcomes are
strengthened by Barro (1989), who empirically con§ a supposedly harmful impact of
governmental consumption on growth (Barro, 198%difionally, Levine and Renelt observe
a negative, but rather fragile, coefficient on tebare of government consumption
expenditures over GDP (Levine and Renelt, 1992\ efithe mixed empirical results
concerning government consumption, it is difficait anticipate the sign of th&OV

coefficient.

The annual growth rate of importM) is selected as a variable in order to accountHer
growth enhancing effects of trade. According toibevand Renelt (1992), a regression of per
capita GDP growth on exports, imports or total éradould yield approximately the same
results, as those variables are basically integane and measure the same phenomenon,
i.e. the growth promoting impact of internationahde (Levine and Renelt, 1992).
Empirically, the positive effects of trade on growiave been demonstrated by many authors,

including Romer (1990). Grossman and Helpman (129€) suggest a connection between

® Those are, namely, Belgium, France, Holland arrtLigal
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trade policies and economic development, where desgloped economies might reap the
most gains. Similarly, Rivera-Batiz and Romer (19%rgued that greater economic
integration might lead to a significant increasecauntries’ growth performances. Although
empirical analyses have more frequently focusedhenrelationship between growth and
exports (Levine & Renelt, 1992), it has been detieinclude the growth rate of imports as

an explanatory variabieFor the coefficient of variabl, a positive sign is expected.

Lastly, the annual growth of patents applicati®&CH) is included in the model as a proxy
for technological innovation. As claimed in the egdnous growth literature, the role of
innovation is pivotal in explaining economic growttynamics (Romer, 1986). While
innovation has been usually measured by variahiels as employment in the R&D sector or
the share of R&D expenditure in GDP, lack of datathe sample of emerging economies,
led to consider the adoption of the growth ratpatents as an explanatory variable. The role
of intellectual property has been broadly invesedan the empirical growth literature. As an
example, Gould and Gruben (1996), find evidencea aftrong correlation between more
enforceable intellectual property rights and pguiteaincome growth by means of a cross-
country regression. More recently, Dipendra (20059d a panel data approach to observe a
long run relationship between the growth of the hamof patents and economic growth in
Japan. Similarly, Hu and Png (2012) empiricallyfeom a stimulating effect of patents rights
on a country’'s economy. This effect however, appdar be slightly weaker in poorer
countries. An explanation for that is the lower rehaf patent-intensive industries in these

economies (Hu & Png, 2012). Accordingly, a positeefficient for TECH is to be expected.

The following table summarizes the variable ingkrteregression equation (3.1), providing a

brief description and the sign that is expecteldgdound for its coefficient.

® As a matter of fact, after having included alspats and openness as independent variables, litdeasobserved that the coefficient for
import was more significant and caused a greateease in the coefficient of determination.
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Table 3.1 - Definition of regression variables anéxpected sign

Variables Description Expected Sign
Annual percentage growth rate of GDP per capitedas
GYP on constant local currency. GDP per capita is gross -

domestic product divided by midyear population.

Variable of Interest

OFDI

Net outflows of foreign direct investments from the
reporting economy to the rest of the world, as a ?
percentage of GDP.

"D" variables

InGDP

INV

SEC

A negative sign reflecting
convergence towards a higher
level of economic development

The logarithm of the initial level of GDP per capin
year t. Data are in constant U.S. dollars.

The ratio of gross capital formation over GDP. Grddistorically, the relationship
capital formation consists of outlays on additiemshe between per capita GDP and
fixed assets of the economy plus net changes ifette investments has always been a
of inventories positive one

Gross enrollment ration in secondary school. Ithis Better education and human
ratio of total enrollment, regardless of age, te ttapital enhancements are
population of the age group that officially corrergds always expected to have a
to the level of education shown. positive impact on growth

"Z" Variables

Pl

FIN

GOV

TECH

Yearly Inflation rate. It is measured by the consunNegative, as inflation can be
price index and reflects the annual percentagegehan considered as a proxy for
the cost of acquiring a basket of goods and sesvice macroeconomic shocks

Positive, as it should represent
Value of traded stocks as a percentage of GDRféts the growth enhancing effects of
to the total value of shares traded during theogeri a more developed financial
system
General government final consumption expenditura al\éath_er a postive nor a
. fegative sign for the GOV
percentage of GDP. It includes all government cmrrgoefficient would be a
expenditures for purchases of goods and services. L
surprising result
Annual growth rate of imports of goods and servic'gs . . .
positive sign, reflecting the
based on constant local currency. Imports of gaots :
i rowth enhancing effects of
services represent the value of all goods and 0?16!‘
' . rade
market services received from the rest of the world

Positive, as it represents the
himgact of intellectual property
protection and technologici
enhancements

Annual growth rate of patent applications filedatingh
the Patent Cooperation Treaty procedure or wit
national patent office.

Notes: All data are retrieved from the World Bank's WdEdvelopment Indicators (WDI) Database, as welhasvariables' definitions
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3.3.2 Time- series approach

As already mentioned, time-series analysis allodetifying the causality direction of the
OFDI-growth relationship. In order to do so, a eerof econometric procedures needs to be
performed. Consequently, the discussion that falamns at describing those procedures and
the theoretical beneath them. Due to the complefitthe concept involved, a considerable
amount of effort is dedicated to make the followpayagraphs as accurate and detailed as

possible, while maintaining a certain degree otlsgsis.

As indicated by Granger (1997) and as incorpordatednany econometric textbooks,
including Kennedy (2008) and Gujarati (2003), asedity analysis is supposed to start with a
visual representation and a description of the 4sewes data, as a way to detect non-
stationarity. As opposed to stationary series, whiwe effects of temporary shocks are
eliminated through time as the series returnsstéong-run mean values, non-stationary series
will maintain permanent components (Asterious, 300#arvey (1997), remarks that in
modern applied econometrics, testing for non-statidy has become almost an obligation.
Kennedy (2008) stresses the great importance dirgong stationarity, arguing that non-
stationarity data might cause spurious estimatetgnpially leading to erroneous findings of
significant correlations (Kennedy, 2008). The bsasead econometric implications of non-
stationary processes were also stressed by renosctemlars such as Nelson and Plosser
(1982), Nelson and Kang (1981) and Granger and NEM1974). Fortunately, there exist
multiple ways of detecting stationarity that speoni simple visual inspections to much more
elaborate statistical techniques. The common¢ratacterizing those tests is their underlying
assumption, i.e. that differencing can remove aoiy-stationarity (Box and Jenkins, 1970).
This same assumption is also at the origin of thecept of integration. In fact, a variable is
said to be integrated of orddr( I(d) ) , if it has to be differenced times before reaching
stationarity. Not every non-stationary series however, requiléerencing to become
stationary, as in certain case this is obtaineglsilny removing a time trend. These types of

series are called trend stationary instead of idiffee stationary (Kennedy, 2008).

One of the tests for non-stationarity that hasemtty become standard practice in time-series

empirical analysis is the Augmented Dickey-Fullestt(ADF) (Dickey and Fuller, 1979).

" conversely, non-stationary variables are defiret{®
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Nonetheless, the ADF is not the only statistical that might be adopted. As an example,
Said and Dickey (1984) have developed an extendesion of the ADF, while an alternative
approach, always based on the DF procedure, wasdasigned by Phillips and Perron
(1988). Additional tests have also been suggesteddl (1989), Bhargava (1986) and
Phillips and Ouliaris (1988). Yet, the limitatiomss/olved in any of these later tests, and the
extensive use of the ADF statistics in the mosemé@mpirical analysis, led to the adoption
of this test as the sole instrument to detect ratiemarity in the empirical analysis that

follows

Having assessed the presence of non-stationaryibehnathe subsequent step is testing for
cointegration, which is necessary to identify ldagn causality patterns between the two
non-stationary series (Engle and Granger, 19879.cimcept of cointegration was developed
in 1978 by Engle and Granger and draws from previmsearch conducted by Granger
(1983) and Granger and Weiss (1983). The basichdband cointegration is that although a
vector of variables might be non-stationary, admeombination of those variables might be
stationary, even when differencing techniques aeapplied to the series (Dolado et al.,
1990). In the past two decades, cointegration awdstationary series have been one of the
areas of major growth in econometrics, as obsebye@hillips (1995), and currently play an
important role in empirical causality analysis, @wering the search for interconnections
among economic variables (Phillips, 1995). Amotigecs, Dolado, Jenkinson and Sosvilla-
Rivero (1990) have produced an excellent reviewhefthemes related to co-integration and
unit-root tests. However, before briefly outlinittge most common procedure for testing co-
integration relationships, a premise has to be mAdea matter of fact, the variables for
which the co-integration is tested must have theesarder of integration (Pagan and
Wickens, 1989). As a way to test for co-integratione popular procedure is the one devised

by Engle and Granger, and that is based on twaaEpsteps.

The first one consists in defining a cointegratiegression like the one depicted below.

Y= Bo +B1X¢ +u (3.2)

This equation is then estimated using an OLS esbimand the cointegrating residuals are
tested for non-stationarity. In casgresults to be stationary and therefii@), the variables

Y andX are said to be cointegrated (Gujarati, 2003). Titpsimpler,X and Y will be on the
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same wavelength and their trends cancel out. If ih#he case, althougk, andY;, taken
individually, remain non-stationary, they can nelreless be regressed on each other without
being differenced, and therefore without losinguadle information (Grifiths, Hill and Jude,
1993). As a way to test the stationarityugf presented in equation (3.2), different techniques
have been devised. Among those, some of the mosgted are the CRDW (Durbin-Watson
statistics for the cointegration equation), the TWA(ADF statistics for the cointegrating
residuals), the Engle-Granger (EG) and the AugneeBtegle-Granger (AEG) tests (Gujarati,
2003; Dolado et al., 1990). However, a differeml anore powerful test based on maximum
likelihood estimation was developed by Johanse®gL@nd Johansen and Juselius (1888)
The Johansen test is also the econometric techtingiés adopted in this thesis, as a way to

detect cointegration between the OFDI and GDP serie

Once non-stationarities have been found, ordersntafgration determined and eventual
cointegration between the variables assessed, droas been prepared for testing causality.
Two different procedures are employed in the presank for determining causal patterns,
and the choice of the proper method to use istlsttinked to the concept of integration. As a
matter of fact, the Error Correction Model (ECM)r ftesting long-run causality can be
adopted only in presence of cointegration betwden tivo variables, whereas Granger
causality is performed in every other case. Withgeiting involved in complex theoretical
details, the following lines attempt at describthg most important concepts underlying Error
Correction Models (ECM). As briefly and clearly eged in Gujarati (2003), an Error
Correction Mechanism, firstly theorized by Sargaf64) and later developed by Engle and
Granger (1987), is a statistical representatiorthef way through which two cointegrated
variables, which might be in disequilibrium in thleort-run, return to their long-term values.
The operator that connects a variable’s short fttern to its long-run position is defined as
the “equilibrium error” (Griffiths, Hill and Judgel993) and corresponds to erngrin the
cointegration regression represented in (3.2).mMpte example of an ECM, as illustrated in

Guijarati (2003), is provided below.
AYy = Bo + B1AX¢ + Boue—1 + & (3.3)

8 According to Dolado et al.(1990) this proceduras everal advantages on the EG and other tests.
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From (3.3), it can be observed how changes in épeident variable are related to changes
of both the independent variables and the laggedilierium error”. An alternative version

of the previous equation is provided in Kennedyo@0and is represented befow

AY, = B1AXe+ (B3 — D( Yo — d — 0X¢—q1) + & (3.4)

A way to interpret equation (3.4) is that in casermor (that is disequilibrium)y grows at a
faster path than it should, the last term (thathis error correction term (ECT) or the
“equilibrium error”) increases antlY is reduced (Kennedy, 2008). The ECM just outlined
is usually part of a set of equations and the tiegumodel goes by the name of Vector Error
Correction Model (VECM) (Kennedy, 2008).

Having briefly explained how an ECM works, it iseggiate to explain how causality patterns
can be inferred by further analyzing our time-seri€he concept that will serve to our
purpose is Granger causalitfGranger, 1969), utilizing, when cointegrationpigsented, a
VECM. The common form of the Granger causality iespresented is presented below in
equations (4) and (5).

Ye= Yt 04 Ye—g + XLy BiXeor + & (3.5)

Xe= 2it1 05 Xe—g + XL BiYier + & (3.6)

The set of equations formed by (3.5) and (3.6) banconsidered as a VAR (Vector
Autoregression) model, since each variable is esgm@ as a linear function of its lagged
values and of the lagged values of the other viariéennedy, 2008). They are adopted to
test for bidirectional causality and assume thatdirrent values of a dependent variable are
related to past values of another independent Matias well as past values of the variable
itself. Unidirectional causality oK overY is therefore inferred when the set of estimated
coefficients forX are significantly different from zero, while thetof estimated coefficients
for the lagged values df are not statistically different from zero. Biladkrcausality and

independence can be defined in a similar fashianai@ti, 2003). One of the most interesting

9 Note that, as detailed in Kennedy (2008), equaf®o4) is obtained from the following relationship

Y, = Bo+ BiX¢+ BoXi_1 + B3Yi; + &, , based on the assumption that in the long¥um ¢ + Ox . Note also that both X and Y are
expressed in logarithms.

% Note than in regression (3.4) the coefficientrwf error term is negative by assumption

™ A plain vanilla explanation of Granger causaliyprovided in Gujarati (2003). As described by K¢2p00), causality is related to time
dependence, as an event cannot cause anotheisifs thappening before (Koop, 2000). Similarly, & (2001) states that x causes y
means that x contains useful information for prédécy, better than past values of other variafiléebold, 2001).
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applications of Granger Causality however, is gpligation in the presence of cointegration
between two variables. In fact, when two series fatend to be cointegrated, Granger
causality must exist, at least unidirectionally genand Granger, 1987). Drawing on this
assumption, Granger causality tests can be impledenith the error correction term (ECT)
deriving from the long-run cointegrating relatiobus capturing also long-term causality
patterns (Oxley, 1993; Giles at al., 1993). Theiltas the VECM formed by equations (3.7)
and (3.8) Note that, as opposed to equations ¢hf) (3.6), that test differs only for the

presence of an ECT.

AY, = Z?=1 a; AYi; + Z?:l BiAXi—; + YECT—; + & 3.7)

AXi = YiL;a;AX 4 + XL bjAY;; +gECT,_ + & (3.8)

In the case of the equations (3.7) and (3.8), lmmgGranger causality is assessed by testing
the significance of the coefficients of the errarrection terms (ECTs) (Oxley, 1993). A
significant coefficient for the Error Correction fie is indication of Granger Causality in the
long-run, while non-causality is implied when thdjustment coefficients show no statistical
significance (Hall and Milne, 1994; Herzer, 2010).

Overall, the approach adopted in the present weskmbles the structure of Zhang (2001).
As a matter of fact, it is basically a three-stepcgdure that includes a series of “unit fot
cointegration-causality tests” (Zhang, 2001). Iatfaafter (i) having pre-tested for non-
stationarity, when possible (ii) cointegration beem the two variables needs to be tested as a
way to establish the long-run relationship betwéss two variables (Engle and Granger,
1987). If cointegration is found, (iii) an Error €ection Model is used to detect causality
patterns. Were cointegration not found, short ramsality patterns may still be present, which

are investigated by means of a standard Grangesaliputest.

Before moving to the next section, a warning onréigbility of the estimates obtained via
time-series analysis is needed. In fact, as commban operating within the realm of
complex econometric estimations, caution is impegatAs an example, as highlighted by
Harvey (1997), VECMs possess numerous limitati@ns;e not many are the situations in

which they could be successfully adopted and dineestatistical properties of co-integration

12 Tests for non-stationarity, such as the ADF @&st,also referred to as tests famrdt root
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tests performed on autoregressive models are goie (Harvey, 1997). Additionally, it is
worth reminding that also Hall (1986) warns aboxtessive confidence upon the output of
many tests revolving around cointegration and EQMNiginly due to the unknown properties
of many statistical tests under small sample cantst (Hall, 1986). As a consequence, one
should be careful when interpreting the presentilt®sconsidering the limited number of

observations that are available.
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3.4. Results and analysis

3.4.1 Panel data analysis

The present section reports the empirical resualtstie panel data analysis and is further
divided into two parts. The first one presents thdput of the regression analysis and
provides some comments on the results obtainede e second one attempts at assessing

the robustness of the estimates.

3.4.1.1 Random effectsregression results

As discussed in section 3.3.1, before choosingritfi@ estimation technique, a Hausman
Test? needs to be performed. Adopting equation (3.13h(tie exclusion of theZ” vector of
control variables), two different regressions ane, rone using the fixed effects estimator, the
other one adopting the random effects one. Follgwihe Hausman test is run on the
estimates obtained from each procedure. The Stepaio(Appendix 3) reports a test-statistic
of 1.68 and highly insignificant (p-value = 0.7942s a result, one cannot reject the null
hypothesis that both estimation methods are camisind producing “similar’ results.
Accordingly, the random effects methodology is emgpt, due to its supposedly higher
efficiency. Having chosen what should be the mdigtient estimation technique, the next
step consists in running multiple regressions, wtesch time a variable coming from tAe
subset is added. In this way, it is easier to olessé@ow the regression results mutate when
different explanatory variables are entered. Addgily, the reader is also able to better
understand which variables are more strongly antsistently associated with economic
growth in our sample of emerging economies. A tofalix regressions are performed, whose
output is schematically portrayed in Table 3.2. Dase model, containing our variables of
interest and the vector d? variables, is reported in the first column and #l referred to as
model 1.

3 The Hausman Test is described in greater detaéippendix 1
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Table 3.2 -OFDI and Economic growth - Panel Data using GLS Randor-effects

estimation
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The analysis of the results portrayed in Tables8a?ts from the output of the first regression,
corresponding tonodel 1 Note that the comments accompanying the residtfoamulated in

accordance with the contents of section 3.3.1 aiiler3.1.

First of all, it is important to notice how the ¢@ent of the variable of interesQFDI, is
significant at the 0.01 level and equal to 0.63Ristsuggesting the existence of a positive
correlation between OFDI flows and the economianginoof domestic economies. According
to the empirical evidence found, an increase ofrtgntage point of the share of OFDI flows
over GDP is associated with an average increagentapita GDP growth on the order of
0.632 percentage points. If compared with the vafu®293 observed by Herzer (2009) when
analyzing developed countries, those results magiggest that OFDI flows may have a
greater positive impact on economic growth wheny tlaee originated from emerging
economies. The coefficient 6fGDP is also significant, even though only at a 0.0&leand

Is equal to — 0.821. In accordance with the liteatthe results report a negative value, a sign
of the convergence effects that might charactdegs developed countries. Additionally, the
coefficient ofInGDP remains significant, at least at a 0.1 level,dibthe six regressions run.
INV, representing the ratio of capital formation o@&®P, has a coefficient of 0.278 and is
statistically significant at a 0.01 level. Also this case, the variable presents the expected
sign, thus providing evidence for the presence pbsitive relationship between investments
and economic growth, already observed by a widayaof economists. The variab®EGC
inserted as a proxy for the level of educationgewodel/ 1 with a coefficient 0.034 and is
statistically significant at a 0.05 level, indicaji a positive relation between school
enrollments and economic growth. It maintainsigsisicance, at least at a 0.1 level in almost
every regression run. Once again, this result I;neawith what would be expected from the
economic growth literature. Overall, the coeffideembserved for oub variables enter the
model with the expected signs and are stronglyifstgnt. The most interesting outcome
however, is the statistical significance of thefioent for the variable of interesQFDI,
whose value surpasses the one obtained by Her@@®)2Hereafter, a brief description will
be provided, for the observed coefficients of owarables, inserted one by-one in models 2

to 6, as illustrated in Table 3.2.
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The inflation rate is the first of thé variables added taodel! 1, turning it into model 2. It
appears with a significant (although only at alé\kl), small and negative coefficient, equal
to -0.002. This result is in line with previous d@ngal works and underlines the persistence
of a negative impact of macroeconomic instability the growth rate of the investigated
developing economies. Moreover, the coefficienttfa inflation rate stays significant in all
the five regressions in which it enters, achiewangoteworthy level of significance of 0.01 in

the last two models.

FIN, representing the value of shares traded as @mege of GDP is the second of the
variables to be addedmpde/ 3), and represents the level of liquidity of capitaérkets,
adopted as a proxy for financial development. tsfitcient is equal to 0.005, but it is not
significant, thus not suggesting the existence esfgaificant correlation between economic
growth and capital markets’ liquidity in the anagzsample. In fact, the coefficient BN
stays insignificant in all the four regressionsMinich it appears. One potential explanation for
that could be the relative youth of capital marketsmany of the emerging markets
constituting the sample. It must however be adtietl dather variables that might capture the
effects of financial development, such as the ratibquid liabilities of the financial system
to GDP (King & Levine, 1993) or the level of bantedit to the private sector as a share of
GDP (Levine & Zervos, 1998), were disregarded duadk of data.

What, at a first glance, may seem surprising, ésribgative (-0.231) and highly significant
(0.01) coefficient for the share of government expires in GDP GOV), that is first
present inmodel 4 and that maintains a minus sign in every regressiomhich it appears.
This might indicate the presence of a particulamkgfficient allocation and distribution of
governmental expenditures that negatively impawtseconomies in the sample, instead of

nurturing growth.

The growth rate of imports, which is explanatoryiaiale M, enters inmodel 5 with a

coefficient of 0.164 and is statistically signifitaat the 0.01 level. This result is in line with
previous researches and reinforces common belrefseoimpact of this variable on economic
growth. Given the extremely low p-values for theport variable in every model, it could
also be particularly interesting to observe the position of those imports. As a matter of

fact, it could be hypothesized that a substanhiales of those imports consists of goods used
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for capital formation. In this way, the Import vabie would also embed some of the growth-

enhancing effects that should pertain to the irmests domain.

The annual growth rate of patents is enteredninde/ 6 in order to account for the growth
enhancing effects of technological developmenrapltears in the last regression with a small
and positive coefficient of 0.01 and an insignifitgp-value. Consequently, empirical
evidence for th& ECH variable fails to sustain the hypothesis of a dleanhancing effect
imputable to technological advancements and irtieidd property rights protections. This, in
turn, might depend on the embryonic state of pabeteinsive industries in many of the

emerging countries representing the sample.

Despite these regressions being only a first andhr@attempt to analyze the economic effects
of OFDI in emerging economies, the results obtamedparticularly promising. As a matter
of fact, the coefficient of determination in thesttanodel is discretely high (0.529) and the
majority of the coefficients are statistically sifggant. Additionally, the value and sign of
these coefficients are close to what would havenbeepected, given in the discussion
presented in section 3.3.1 and as reported in TalleFurthermore, as stated previously, the
values obtained for the variable of interest areepkonally good and might allow the
formulation of some preliminary hypotheStapon the positive effects of OFDI in emerging
economies. Nevertheless, some adjustments stilhtnig made to improve and perfect the
model. Some other variable could and should berteddo account and control for other
growth enhancing effects. Moreover, the adoption tefnporal dummies may allow
accounting for disrupting effect of events suchtles Asian Crisis, which affected a great

share of our sample and might have induced sonse®ia the calculations.

A further step towards the attainment of an impbaealysis of the influence of OFDI on
economic growth is made in the following paragraphbkere the output of Table 3.2 the
variable of interest undergoes a robustness tesgpacified in the relevant econometric

literature.

4 That is that OFDI flows have a positive impacttioa growth performance of emerging economies
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3.4.1.2 Robustness

The goal of the present section is that of assg$sdw much confidence one should put in the
quality of the empirical results obtained aboveafTimplies probing whether the estimated
coefficient for the OFDI variable is robust to ad#teons in the regression equation’s
specifications. This type of analysis is of fundataé importance for better gauging the
relevance of the previous results. As a matteraof, fas prescribed by McAleer, Pagan and
Volker (1985), Quality control is as important for the econometprofession as it is for
automobile manufactureérgMcAleer et al., 1985). Various scholars, inclngialso Leamer
(1983), Cooley and LeRoy, (1986) and Levine anddR€fi992) among others, have devoted
research efforts towards the analysis of the rolasst of a regression coefficients when the
conditioning information set is modified. In pattiar, the approach adopted in the present
work is the Extreme Bound Analysis (EBA), was amnggly devised and discussed by Leamer
(1983) and by Leamer and Leonard (1983). Centrdldamer’s work is the idea that an
econometric inference, as it is based on a setmwsitial assumptions”, should hardly be
considered convincing or believable. Its assumadility should only by denied if a proper
sensitivity analysis indicates otherwise (Leamé¥83). According to him, a variable of
interest shall be considered robust only if, indeently from the presence or absence of
other variables, it constantly assumes values whieh close to each other; that is, if it
consistently shows little variance in face of vaoias in the set of the control variables
(Leamer, 1983). In a joint publication with Leonatidey illustrate how robustness should be
determined. They firstly define the “Extreme Bouhtiy a particular variable as the range
delimited by the lowest among its estimates minwasd its standard error and the highest
among its estimates plus two times its standamt.efihose estimates are to be computed by
running a series of regressions, one for each iegidinear combination of the control
variables. Only if both the upper and lower boutidson the same side of the zero, the
variable of interest shall be deemed robust. Adddlly, the narrower the range delimited by
the bounds, the greater the confidence that onédcput in that particular inference’s
goodness (Leamer & Leonard, 1983). Leamer’'s EBAyaishowever, soon had to face the
fierce and constructive critique of his colleagulesparticular, McAleer et al. (1985) argue
that EBA shall not be considered as a proper tootdking the “con” (i.e. the opportunistic

behavior in presenting the results of a model whspseifications and variables were selected
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arbitrarily) out of econometrics. In fact, accomlito them, the elements of “whimsy” that the
EBA aims at eliminating are re-introduced by theiaaas conventions that underline the EBA
itself, and that have to be taken for granted. Addally, they argue that EBA is as

susceptible to manipulation as the traditional ite5Spresentation it attempts to replace. In
particular, the utility of EBA is strongly dependen the selection of the significant (both
statistically and economically) econometric modehf which the bounds are derived and on
a shared consensus over which variables are uretlybtmeaningful in an economic

relationship (McAleer et al., 1985). Their argunsehbwever, were promptly dismissed as
being without substance (Cooley & LeRoy, 1986).tiker discussions on the EBA, which led
to its evolution, were started by the work of Leviand Renelt (1992). Their main objection
to Leamer’s EBA is that it introduces multicollimiégg, thus enlarging standard errors and
subsequently the extreme bounds. Consequentlyn iattampt to avoid this potential flaw,

Levine and Renelt (1992) developed a tailored aggrahat confined EBA in a series of
manners. Firstly, they limited the number of expl@ry variables in the regression to be
eight or fewer. Secondly, they allowed the procedarselect a linear combination of only up
to three control variables when computing the estias of the variable of interest. Thirdly,

they excluded from the subset of control varialthese that hypothetically measure similar

phenomena (Levine and Renelt, 1992).

As a consequence, due to the various improvemeatlemt has been chosen to adopt this
later version of the EBA as a way to test the rtiess of the OFDI coefficient. Table 3.3

below, outlines the results obtained.

Table 3.3 - Extreme Bound Analysis on the coeffiar of the variable of interest - OFDI

Coefficient for OFDI Standard Error  t-value Z - Variables Robust / Fragile
Low 0.156 0.157 2.99 Pl, FIN, M Robust
Base 0.632 0.227 2.78 Robust
High 1.102 0.233 2.72 PIl, GOV, TECH Robust

Notes: The base coefficient for the OFDI variable is tne estimated from a regression including OFDI tued"D" vector of variables:
InGDP, SEC, INV. The "High" coefficient for OFDI ihe estimated coefficient from the regressiondjig) the highest beta plus two
standard deviations. The "Low" coefficient for OFBIthe estimated coefficient from the regressi@miding the lowest beta minus two
standard deviations. The "Z" vector of variablesmiade of the following 5 variables: PI, FIN, GOV,, Mnd TECH. Ten different
regressions have been run, each one containirig-tlegiables and a linear combination of three Zalales.
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As seen in the table above, the extreme low and ha@unds computed for the variable of
interest are, respectively, 0.156 and 1.102. Thedo stems from a regression including Z-
variables PI, FIN and M; the latter is originatednfi a regression containing variables PlI,
GOV and TECH in addition to the D-variables. Astbdhe upper and lower bounds are
statistically significant at a 0.05 level and rematositive, the variable OFDI might be

considered robust to various model specifications.

Lastly, as an additional way to verify the robuswsef the results obtained, it has been
decided to check that outliers are not respongdsl¢he significance of the OFDI coefficient.
As a way to do so, as specified in Herzer (20@®)de/ 1, containing OFDI and the vector of
D-variables, is re-estimated excluding one couatrg time from the sample. The results are
portrayed in Figure 3.1, presented below. As apparihe positive coefficient for OFDI
always remains significant at least at a 0.05 le@elly when Brazil and, to a larger extent,
Malaysia are omitted, the significance of our \aleafalls beneath the 0.01 level of
significance. As a consequence, our estimate appeabe quite robust also to the sample
choice, thus strengthening the reliability of oumdfng so far, i.e. that OFDI flows in

emerging countries is positively correlated with rowth rate of income per capita.

Figure 3.1 - Estimation with single country excludd from the sample
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Edward Leamer (1983) once saidhere are two things you are better off not watghimthe
making: sausages and econometric estinfate®ith this statement he wants to stress the
fact that the goodness of econometric inferencestristly dependent on the subjectivity
involved the modeling process. Various types otiaggions or different sets of variables can
lead to radically different results, thus undermgnithe trustworthiness of the findings
achieved. The robustness analyses performed abevetherefore instrumental in verifying
how structural changes in both the independentlibes adopted and the sample chosen do
not modify the outcome of the regression analykignetheless, it would probably be a
mistake to put excessive confidence in the resfitthe EBA. As a matter of fact, even
Levine and Renelt’'s (1992) revised version of ti@ABhad to face the criticism of various
colleagues, such as Sala-i-Martin, Hoover and P&690) and Bleaney and Nishiyama
(2002)"° . However, the strength of the outcomes of TabBeahd Figure 3.1 clearly adds
credibility to the results obtained and to the pre® of a strong a positive correlation

between OFDI and economic growth in emerging ecoa®m

15 Leamer adapts a famous quote generally attribiaté@tto von Bismarck, arguing thatlf Yyou like laws and sausages, you should never
watch either one being mdde

6 Sala-i-Martin (1997) argues that Levine and R&mé1992) approach is too stringent and result®immany variables to be labeled as
fragile. Hoover and Perez (2000) and Bleaney arsfitNiama (2002) suggest that it would be more atztoause a general-to-specific
methodology as a way to determine whether a variabhn important regressor in explaining growthaiyics.
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3.4.2 Time-series analysis

As discussed in section 3.3.2, the analysis of -8emees data passes through three main
stages. The first one (i) consists in adopting &FAest to look for the presence of non-
stationarity. Then (ii), if two variables are foutwbe both I(1), a Johansen test is employed
to determine the existence of cointegration betwgwse variables. The final step (iii),
drawing from the results of the cointegration asmy employs a VAR or a VECM
methodology to identify Granger causality patteifise discussion that follows is split into 2
sections; the first one describes the results ¢ ile ADF and Johansen test, whereas the

second illustrates the outcome of the causalityyarsa

3.4.2.1 Testing for non-stationarity and Cointegration

This section deals with some preliminary tests lenttime series as a way to discover their
properties and set up the appropriate causalityysisaBefore applying tests for unit roots
and cointegration however, an attempt is made tergtand the series’ peculiarities using a
visual representation. In Appendix 4 one findslthe plots of the INnGDP and InOFDI time
series for all countries. From those plots, itegp as almost all series follow a time trend,
suggesting the presence of non-stationarity. THiewmg step consists in specifying the
order of integration of those seriésvia the Augmented Dickey Fuller (ADF) Test. Orfe o
the main issues involved with the adoption of anFABst is the choice of the number of lags
to include in the test’s equation, inserted as g Wwacapture any serial correlation that might
affect test statistic distribution and bias theuhess(Harris, 1992). As a matter of fact, different
choices for the number of lags might have a stiomgact on the test's results and quality
(Harris, 1992; Ng and Perron, 1995). The lag-seleapproach will be based on minimizing
the Akaike (1973) Information Criterion, as thisttproved to perform better than others (e.g.
Schwarz (1978) Bayesian Information Criterion (SBl@h the case of smaller samples
(Lutkepohl, 2006; Enders, 2004). Additional apptees; such as the Schwert (1989)

criterion, which defined the number of lags as tewmeinistic function of T, the time span,

7j.e. the number of times they need to be difféatet to become stationary
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proved to be unsatisfactory and/or misleading (Ng Berron, 1995). A maximum number of

threé® lags were defined, drawing on the methodology &tbpy Hsiao and Hsiao (2006).

Another issue might be whether or not to includ¢inae trend among the ADF test’s
specification. Following a suggestion contained Kennedy (2008), one should always
include a time trend to be “fair to the alternatiwgothesis of stationarity”. However, if a
series is found to be non-stationary, and the ABEds to be performed on the differenced
series, the time trend is excluded in the testaAsatter of fact, as suggested by Nelson and
Plosser (1982), in the case of non-stationarity tiheee trend variable is stochastic, and
detrending the data will be misleading. Additiogalis described in the Stata Manual
(StataCorp, 2009), the choice of employing an AD#hw trend should be driven by theory
and visual inspection of the data. When data showpavard trend in time, an ADF with an
intercept and a time trend is recommended. As ecig® from the figures in Appendix 3,
almost all our data seem to grow over time. Subseity) following also a widespread
practice in the relevant literature, an ADF witltrand will be employed when analyzing
series in levels and an ADF with only the constantn when analyzing first differences of
the variables. Table 3.4 below, reports the resflthe ADF tests, performed in accordance

with the approach just described.

8 When allowing for a greater number of lags, th€ Ariterion would choose a number lags that, inapinion, did not make economical
sense. As a matter of fact, in the case of ChimAIC would choose 6 lags out of a maximum of @dated by the Schwert criterion. As
the country is a rapidly growing economy which baen going through important structural reformsadhstanced by 6 years might easily
be looking at two different realities.

72



Table 3.4 — Results of the ADF test for Unit roots

. Levels (C&T) First Differences (C) Int. Order
Country Series - ;
lags t-test stationary  lags t-test stationary
. InGDP 2 -1.874 no 1 -3.4060.05 yes I(1)
Argentina
InoFDI 1 -1.867 no 0 -5.9690.01 Yyes 1(1)
Brazi inGbP 1 -2.176 no 0 -4.634001 yes I(1)
InOFDI 2 -2.026 no 1 -297%.05 Yyes 1(1)
China nGbP 3 -4.834001) yes 2 -2.6941 vyes 1(0)
noFDI 2 -4.27%0.01) yes 3 -4.892.01) yes 1(0)
Czech InGbP 2 -2.530 no 0 -277&%1  yes 1(0)
Republic  morDr 1 -3.12%.1) yes 0 -5.34Q.o1 Yyes 1(1)
Equnt nGbP 2 -3.2940.1) yes 0 -3.95&.05 yes 1(0)
WPL o 1 -0980 o 0 -5.00%01y yes I(1)
India inGbP 1 -0.449 no 0 -4.63%01 yes I(1)
noFDI 1 -2.332 no 0 -5.364001) Yyes I(1)
. inGbP 1 -1.460 no 0 -4.337001 Yyes I(1)
Malaysia
moFDl 1 -3.142.1) yes 0 -5.73Q.01) Yyes 1(0)
InGDP - -
Mexico n 1 -3.54%.05 yes 0 -5.25%.01 yes 1(0)
noFDI 1 -1.868 no 0 -6.487%.01) Yyes I(1)
InGDP 2 -0.798 no 1 -5.22@.01 yes I(1)
Morocco
noFDI 1 -1.609 no 0 -4.90&.01) Vyes I(1)
. InGDP 2 -2.182 no 1 -2.74@.) yes 1(1)
Pakistan
InOFDI 2 -2.793 no 2 -2.167 no 1(2)
I InGDP 3 -2.365 no 2 -3.66%0.01) yes I(1)
Philippines
InoFDI ] -2.892 no 0 -5.7140.01) yes I(1)
InGDP -3. , -6. . I(0
Poland n 2 -3.394.1) yes 1 -6.476.01) yes (0)
noFDI 1 -2.360 no 0 -4.34@.01) yes I(1)
. InGDP 1 -2.401 no O -3.4840.01) yes I(1)
Russia
InOFDI 1 -0.278 no 0 -3.92%.01) yes I(1)
. inGDP 1 -1.571 no 0 -3.69@.01 yes 1(1)
South Africa
AT oo 1 2019 no 0 -4.26T0y  yes )
InGDP 1 -1.284 no 0 -4.107.01) vyes 1(1)
South Korea
u noFDl 1 -2.087  no 1 -3.79160) vyes I(1)
inGDP 1 -3.026 no 0 -5.45%0c01) vyes 1(1)
Turkey
nOFDI 2 .2.745 no 1 -2.53855 Yyes I(1)

Notes: (1) and 1(2) indicate the series to be integtadé order 1 and 2, while 1(0) indicates that tleeies is stationary. The number of
observation is 31 for all the countries, except@aech Republic, Poland, Russia and Turkey, whHexeobservations are, respectively 19,
22,19 and 27 . The number of lags included inrégeessions underlying the tests was chosen viAlBeimposing a maximum of 3lags.

Note that the ADF is based on the following reg@ss AYt= ﬂl +[;’It + 6YH +2§:1AYt_1+fZ when it includes a constant and a trend

(C&T); AYt: ﬁ’l + fSYH +XEAY +._r[ when it includes a constant only. P-values, fgniicant t-statistics, are enclosed in parentheses
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As apparent from the last column of Table 3.4,rtagority of the series is integrated of order
one, being non-stationary at levels and statioafter differencing once. Yet, there are some
exceptions. As a matter of fact, InGDP and InOF@1 €hina, InGDP for Czech Republic,
Egypt, Mexico and Poland, and InOFDI for Malaysia all stationary at levels. As the ADF
test for the series at levels is constructed inoly@ time trend, we can define those series as
trend-stationary. This means that those series gnmund a deterministic and predictable
trend (Kennedy, 2008), a behavior that clearly appevhen looking, for example, at the
INGDP series for China. Only one series, the InOF&riable for Pakistan, is integrated of
order 1(2) as it needed to be differenced twicbé¢oome stationary.

The next step is that of investigating the exiséeotccointegration between the two series for
each country, as a way to establish long-run ahips when those series are stationary
(Engle and Granger, 1987). A necessary requiremmieobdintegration is that all variables be
integrated of the same order (Engle and Grang&7)1®ccordingly, the Johanson test is not
performed for those countries in which at least sages is found to be stationary. In the
specific case of Pakistan, the country is droppethfany further analysis, to avoid dealing
with a variable (InOFDI) which is integrated of erd(2). Table 3.5 presents the results of the
cointegration test for the remaining countries.fésthe ADF performed earlier, the optimum
number of lags contained in the tests was detednusing Schwarz Information Criterion.
Note that both the Maximum Eigenvalue and the Teda#istics are reported, as suggested by
Luetkepol et al (2003).
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Table 3.5 - Results of the tests for Cointegration

Johansen Test

Country Max Eigenvalue significance Trace Statistic sigiaifice  Cointegrated
Argentina 5.7219 - 7.1075 - NO
Brazil 4.4506 - 5.2987 - NO
India 7.929 - 14.0535 - NO
Morocco 6.2312 - 8.8206 - NO
Philippines 15.5555 0.05 17.2841 0.05 YES
Russia 26.2403 0.01 32.0015 0.01 YES
South Africa 14.5537 0.05 17.2026 0.05 YES
South Korea 21.6787 0.01 25.9632 0.01 YES
Turkey 9.7189 - 11.3525 - NO

Notes: Table reports the results for co-integrationhef OFDI and GDP. The number of lags included inrdggessions underlying the
tests was chosen via the AIC criterion, allowingtog maximum of 3 lags. The number of observasdsil for all the countries, except
for Russia and Turkey, where the observations Bdeand 17, respectively. The 5% and 1% critediies for the Trace statistic are,
respectively, 15.41 and 20.04 . The 5% and 1%atlivalues for the Maximum Eigenvalue statistie,aespectively, 14.07 and 18.63.

Table 3.5 indicates that INnGDP and InOFDI are irdegd in four countries; namely, the

Philippines, Russia, South Africa and South Koaexamining the Maximum Eigenvalue

and Trace statistics, the Johansen methodologgtsdijee null hypothesis of no co-integration
at the 0.05 level for the Philippines and Southig&fr and at the 0.01 level for Russia and
South Korea. Evidence thus shows that for thesatdes, a long-term positive relationship is
present, linking together OFDI and GDP. Using therds of Samad (2007), the variables
possess a long-term relationship in a sense thgtdb not arbitrarily diverge from each other

and that any departure from the long-term patlorsected.

Drawing from these results, some preliminary cosidn could be also drawn on causality
issues. As a matter of fact, when two variablescamstegrated, it has already been proved the
presence of a long-term causality relationship betwthose variables, be it unidirectional or
bidirectional (Mashi and Mashi, 1994). Conversdby, the other 5 countries, there is no

evidence of forces that drive the two variablesams equilibrium in the long-term.
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34.22 Causality

While no long-run relations exist between GDP amdOwhen they are not cointegrated, the
two variables might still affect each other in thleort-run (Zhang, 2001). In this case, the
conventional Granger causality test will be adopbgdmeans of the VAR framework defined

by equations (3.5) and (3.6). On the other handnwto-integration is present, the Vector
Error Correction Model (VECM) is the appropriateopedure to investigate causality

patterns. This stems from the interdependence legttee concepts of cointegation and ECM
outlined in the previous section, where the errbthe cointegrating relationship (3.2) is

entered as part of equation (3.3). If the two sedaee co-integrated, there is a long-run
equilibrium and, therefore, a valid error corregtimechanism (Samad, 2007). The Vector
Error Correction Model employed to detect causadind is reported below as the set of
regressions (3.9) and (3.10).

AGDP, = Y%, a; AGDP,_, + Y™, B; AOFDI,_; +yECT,_, & (3.9)

AOFDI, = Y%, a; AOFDI,_; + ¥, b;AGDP,_; + gECT,_, + & (3.10)

The causality inference is based on assessingighdicance of the coefficients for ECT,
which is the Error Correction Term derived from do@g-run co-integration relationship
between the two variables (Oxley, 1993). Tables & 3.7 illustrate the results of the

Granger tests for short-run causality and of th&IHEst for long-run causality, respectively.
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Table 3.€ - Granger tests for short-run causality

Country Causality directio Wald-test statistic Result
GDP on OFD 0.11438
Argentina No Causality relationsh
OFDI on GDF 0.00208
_ GDP on OFD 2.34070.15)
Brazil GDP «—— OFI
OFDI on GDF 3.08840.1)
GDP on OFD 1.8848
China No Causality relationsh
OFDI on GDF 3.1272
GDP on OFD 15.2830.01)
Czech Republic GDP — OFI
OFDI on GDF 0.23397
GDP on OFD 3.95420.05)
OFDI on GDF 0.04212
GDPon OFDI 0.31696
India No Causality relationsh
OFDI on GDF 0.00505
GDP on OFD 0.3904
Malaysia No Causality relationsh®
OFDI on GDF 0.88522
GDP on OFD 1.8133
Mexico No Causality relationsh
OFDI on GDF 0.26785
GDP on OFD 4.323%:.01)
Morocco GDP — OFI
OFDI on GDF 0.02515
GDP on OFD 0.06221
Poland GDP «— OFI
OFDI on GDF 7.000%0.01)
GDP on OFD 9.500%.01)
Turkey GDP *«—*> OFI
OFDI on GDF 3.6908&0.1)

Notes: Table reports the results of the Granger caus#disys for the countries where OFDI and Glwere not co-
integrated. The number of lags included in theesgjons underlying the tests was chosen via thecAité&rion, allowing u
to a maximum of 3 lags. Palues for the test statistics that are significam included in parentheses. Arrows in the
column point to the direction of causali

9 Note that this result differs fro that obtained by Wong (2009) who foLevidence of causality running from GDP to OFDI imlilysia.
This is mainly due the different time span of tla¢adand to the different number of lag insertethe"VAR mode



Table 3.7 - ECM tests for long-run causality

Country Causality directio  Test statistic on ECT Resul

GDP on OFD 2.120.05)

Philippines 0FD! on GDF 2.64001) GDP > OFlI

. GDP on OFD -0.05

Russia OFDI on GD} -7.060.01) GDP €= OFI
GDP on OFD 3.420.01)

South Africa OFDI on GD¥ -1.850.1) GDP €= OFI
GDP on OFD 1.720.1)

South Korea OFDI on GDF -3.540.01) GDP €=—p OF[

Notes: Table reports the results of the VECM causalitystdst the countries where OFDI and Gl
cointegration between OFDI and GDP was found. mhmber of lags included in the regressi
underlying the tests was chosen via the AIC coterallowing up tca maximum of 3 lags.-values for
the significant test are included in parentheseows in the last column point to the direction

causality.

Table 3.6shows a rather heterogeneous picture for what coaahol-run Granger causalit
As a matter of fact, while ifive countries (Argentina, China, Indillalaysic and Mexico) no
causality relationship was found, OFDI appears @ochusing GDP in Brazilnd Poland.
Unilateral causality from GDP to OFDI exists foréCh Republic, Egypt and Morocco, wh
bidirectional causality is present only in TurkOn the other handhé output presented

Table 3.7, exhibitdess heterogeneity than tlresults obsered for shoi-run causality. In
Russia, evidence was found of l-run causality going from OFDI to GDP, while in t
Philippines, South Africa and South Korea the chiysa bidirectional, suggesting a lo-run

equilibrium relationship between OFDI aGDP.A more detailed commerry on the results

portrayed in Tables 3.6 andr3s provided in the chapter that follows.
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4. CONCLUDING REMARKS

The objective set by the present thesis is a rahditious one. As a matter of fact, after
having extensively researched the relevant liteeatno academic contribution was found,

assessing the impact of OFDI on economic growtn set of emerging economies.

Two different types of econometric approaches Hasen employed: panel data regression

analysis and time-series causality analysis.

The final outcome of the panel data regression mmbds been a positive and highly
significant coefficient for the OFDI variable, whiéndicates a positive correlation between
OFDI and economic growth in emerging economies.i#athlly, after having performed an
Extreme Bound Analysis (EBA) and checked for ouliethe estimates for the OFDI
coefficient always maintained its significance, @estrating its robustness to different model

specifications.

To great surprise, comparing the numeric valuehef ®FDI coefficient (0.632), with the

coefficient found by Herzer (2009) in a similar bs&és conducted on developed countries
(0.293), it may appear as OFDI exerts a greatduente in emerging economies. This
finding apparently contradicts the relevant litaraton the home country effects of OFDI. As
a matter of fact, as observed in the chapter ddvétethe literature review, there is
widespread agreement among scholars that OFDI flmag have a reduced impact on
emerging economies, given their comparatively reduabsorptive capacity, the greater
inefficiency of their institutions and the lowervid of their technological and managerial

expertise.

Nevertheless, it has also been noticed that thdiyesesults obtained by the regression
analysis may be affected by endogeneity biasesfadn, the positive and statistically
significant correlation between the two variablegsl not automatically imply that OFDI is
exerting a positive influence on economic growthjtanay as well be economic growth that

positively impacts OFDI.
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Consequently, it was deemed necessary to rely me-series data as a way to better
understand the causality relationship between droavtd OFDI in the selected emerging
countries. The adequacy and usefulness of the deries causality analysis is demonstrated
by the results obtained, which provided fascinaingights on the relationship between OFDI

and economic growth in emerging economies.

First of all, stemming from the outcome of the AD#st for non-stationarity and of the
Johansen test for cointegration, it was found thabnly four economies (the Philippines,
Russia, South Africa and South Korea) there is gres of a long-term cointegrating
relationship between GDP and OFDI. Only for thosentries, the direction of causality was
inferred by means of a Vector Error Correction MolECM). For the other countries

(Argentina, Brazil, China, Czech Republic, Egyptia, Malaysia, Mexico, Morocco, Poland
and Turkey) short-run causality was detected via #tandard Granger causality test,

constructed utilizing a VAR model.

A complex and intriguing picture arises from theulés of the causality analysis. As a matter
of fact, evidence is particularly mixed and divegyicausality patterns emerged. In those
countries where OFDI and GDP were not cointegratetlye cases no causality relationship
is found (Argentina, China, India, Malaysia and ey, in three countries (Czech Republic,
Egypt and Morocco) short-run causality runs unitimally from GDP to OFDI, in Brazil

and Poland the relationship goes in the opposiection, whereas only in Turkey there is

presence of a bidirectional causality relationgiepveen OFDI and GDP in the short-run.

On the other hand, for those countries in whichuwheables are cointegrated, the long-run
causality relationship runs from OFDI to GDP in ttase of Russia, whereas there is presence

of long-run bidirectional causality for the Philipps, South Africa and South Korea.

The high heterogeneity observed in the result®vever not a major cause of concern. As a
matter of fact, that same heterogeneity had alrdaelgn observed in previous macro-

empirical studies (section 2.3), although they aered IFDI instead of OFDI.

Remarkable about the results obtained is the faat fat first sight, OFDI appears to be
causing GDP in only three countries. Neverthelesgrall, taking into account also
bidirectional relationship, evidence of OFDI infheeng economic growth is present in seven
emerging economies out of the ten in which causalifound.
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Following a similar line of reasoning, GDP can lensidered as causing OFDI in eight

countries.

Concluding, the existence of a positive correlatimtween OFDI and economic growth is
confirmed by strong statistical evidence and thiea@ue of the causality analysis allowed for
a better understanding of the relationship betwammomic growth and OFDI in emerging
economies. In particular, whereas renewed evideasebeen provided in favour of the idea
that OFDI flows are promoted by greater levels airmmic development, the presence of a
growth-enhancing effect of OFDI has also been destnated. As a matter of fact, there is
significant evidence that causality may be runrfrogn OFDI to the GDP, especially when

long-run dynamics are under investigation.

Nonetheless, as already highlighted throughoutdke one should not take those results for
granted, but should also pay attention to the wariomitations that may affect their validity.
Much of the weaknesses that are more easily idalef are specifically related to the
econometric methodology and the modeling of the irogh analysis. As an example, as
stated in section 3.3.1, the regression equatiarptad in panel data analysis may be
perfected by the inclusion of different variablsesch as a temporal dummy. Additionally, as
mentioned in section 3.3.2, the econometric proeaiemployed in the time-series analysis
(especially the VECM procedure and the Johansdhhase numerous limitations and their
statistical properties are not particularly strodpre generally speaking, further empirical
analysis can also benefit from greater data avéithabn a wider time-span. This however, is
just one of the compromises that have to be acdephben trying to investigating more recent
and under-researched phenomena. Further researchl gfo beyond the scope of the present
thesis. As a matter of fact, although having deteech the presence of a positive causal
relationship between OFDI and growth in a certaimher of countries, no attempt has been
performed at understanding the specific way throwdiich OFDI has positively impacted
economic development in those economies. In facidantified in section 2.1, OFDI may
have a positive impact on growth through variouanctels, such as increased access to
international markets, higher level of employment mroductivity enhancements via

technology spillovers.
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That last limitation is actually another suggestion future research in the area. As an
example, it could be suggested to focus furthetyarea on a single country, in which OFDI
appears to be causally related to economic groavtti,attempt at identifying the elements of
that country’s economy that have been impacted BRIOAdditionally, one could also try to
look at the various peculiarities of the countree@mined in the present work and identify
those structural factors, such as openness, méogerf institutions or greater absorptive
capacity that may explain the heterogeneity of résults observed. Furthermore, having
access to reliable and complete sources of dataanllysis could be extended to a wider

sample of emerging economies.

In any case, whatever the direction of future sisdone of greatest aspirations for this thesis
is to see the topic herein investigated to be thiead of additional research. OFDI from
emerging economies are a phenomenon that is colystg@ining momentum in and that is
shaping the global economy. So far, scarce havae thee academic contributions aimed at
assessing the impact of those OFDI flows on honom@uies. Hopefully, that gap will be

covered soon.
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C. APPENDICES

Appendix 1 - Emerging Countries Selection

Emerging Markets by Each Group of Analysts

Next- ECONOMIS DOwW Selected
Country 11/BRIC CIVETS FTSE MSCI T S&P JONES BBVA EMGP # Country
Afghanistan * 1
Argentina * * * 3 Argentina
Bahrain * * 2
Bangladesh * * 2
Brazil * * * * * * * * * 9  Brazil
Bulgaria * * 2
Chile * * * * * * * 7  Chile
China . * * * * * * * * 9 China
Colombia * * * * * * * 7 Colombia
Czech Czech
Republic * * * * * * 6 Republic
Egypt * * * * * * * * 8 Egypt
Estonia * * 2
Hong Kong * 1
Hungary * * * * * * * 7 Hungary
India * * * * * * * * * 9 India
Indonesia * * * * * * * * 8 Indonesia
Iran * 1
Israel * 1
Jordan * * 2
Kuwait * * 2
Latvia * * 2
Lithuania * * 2
Malaysia * * * * * * 6 Malaysia
Mauritius * * 2
Mexico * * * * * * * * 8 Mexico
Morocco * * * * * * 6 Morocco
Nigeria * * * 3 Nigeria
Oman * * 2
Pakistan * * * * 4 Pakistan
Peru * * * * * * 6 Peru
Philippines * * * * * * * 7  Philippines
Poland * * * * * * * 7 Poland
Qatar * * 2
Romania * * 2
Russia * * * * * * * * * 9 Russie
Saudi Arabia * 1
Singapore * 1
Slovakia * * 2
Slovenia * 1
South Africa * * * * * * * 7  South Africa
Sri Lanka * * 2
South Korea * * * * * 5 South Korea
Sudan * 1
Taiwan * * * * * * 6 Taiwan
Thailand * * * * * * 6 Thailand
Turkey * * * * * * * * * 9  Turkey
Tunisia * 1
UAE * * * 3 UAE
Ukraine * 1
Venezuela * 1
Vietnam * * * 3 Vietnam

Notes: The table containsll the countries considered for inclusion in the sample. Each column represents a list of emerging countries
devised by a group of investment analysts. From left to right, they are; Goldman Sachs’ BRICS and Next-11 list, CIVETS list from the
Economist Intelligence Unit, the FTSE Emerging Markets index, the MSCI Barra Emerging Markets Index, a list tracked by The Economist, a
list compiled by Standard&Poors, the Dow Jones Emerging Markets Index, the EAGLEs (Emerging and Growth-Leading Economies) list from
BBVA Research, the Emerging Market Global Players (EMGP) list from the Columbia University. At first, only countries appearing in at least
three different lists were taken into consideration. Subsequently, other countries were omitted to due scarce availability of data. These
were, namely: Chile, Colombia, Hungary, Indonesia, Nigeria, Peru, Taiwan, Thailand, and UAE. The remaining 16 countries were all included
in the sample
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Appendix 2 - Empirical studies on the FDI-economigrowth relationship

Author Sample dep.Variable Methodology Result
FDI has a positive impact on
Balasubramanyam 46 developing IEDI cross-section regression analyszézfgzssmlcgrthétz:tr]ho;gh 'It:
(1996) economies using OLS and GIVE estimators - >trong
countries following exports
promoting strategies
ganel_ (I:Iata ana'YSLiJS |U5i'dFDI has a positive effect on
i ; eemingly nrelatedproductivity and growth, but
Borensztein et al. 69 developin : p y g )
(1998) countries ping IFDI Regressions (SUR) , three-staggly when a minimum level
least squares (3SLS) and 2SL&} human capital is reached
estimation techniques
) FDI is positively related with
!(3:’?6 d(éc\)/g?;”iz cross-country analysis using botgconomic - growth and  this
Olofsdotter (1998) p14 IFDI OLS and maximum likelihoodrélationship is stronger in
_ estimators countries with  greater
developing) institutional capabilities
High variations in results.
32 countries panel data analysis using a fixe-ﬁh:j3 I’Q&th;Shlp betwgsn F?'
effect estimator & time-serieNd growtnh Is sensitive 10
de Mello (1999) (17OI rllgnO%E:%D IFDI evidence  (unit root andcountry-specific factors,
an ) cointegration analysis) especially in _the case of non-
OECD countries
) relationship between FDI and
iélzon((j)?]\q/ieelgpmg time-series analysis using S“Zj""t_h varie_f_ aclros_sﬂcountriss
. three-step procedure : unit roofNd IS POSIlively influence
Zhang (2001) from Bast-Asia  IFDI cointegration  and causalit)ay trade openness, higher
and ~ Latin- analysis uman capital levels and
America political stability
72 develobed OLS cross-country regressiof hereé is NO robust evidence
Carcovic and and develo pin IFDI and dynamic panel data analysff FD!I having a positive and
Levine (2002) countries ping employing the General Methodndependent — impact  on
of Moments estimator (GMM) ~€conomic growth
FDI is positively correlated
with economic growth. The
) ) ) effects however are
Bengoa and 18 . Latin- Panel data analy3|s using  @fluenced by country-specific
Sanchez-Robles American IFDI random-effects estimator and gariables, such as the level of
(2003) economies two-stage GMM estimator human capital, economic
stability

and liberalized markets
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Empirical studies on the FDI-economic growth relatonship

Author

Sample

dep.Variable

Methodology Result

Basu et al. (2003)

Alfaro et al. (2004)

Sridharan (2009)

Herzer (2012)

Herzer (2009)

Wong (2010)

Herzer (2011)

23 developing
countries

20 OECD anc
51 non-OECD
countries

BRICS
economies

44 developing
economies

50 developed
economies

Malaysia

33 developing
countries

IFDI

IFDI

IFDI

IFDI

OFDI

OFDI

OFDI

There is a long-run positive
relationship between FDI and
rowth. The causal direction of
Panel Cointegration approac?he relationship depends on the
Using a residual-based ADlaegree of Openness Of the
test and Granger causalitgconomies. In closed
analysis using an ECM economies  the  long-run
relationship runs from GDP to
FDI

FDI has a positive impact on
economic growth but its effects

OLS cross-country regressiorfiéPend on  the level  of
development of local financial
markets

FDI is directly related to

time-series analysis: unit roo€conomic growth in India and
cointegration and causalit)ﬁh'na- There is a bidirectional

analysis using VECM (Vectorrelationship between FDI and
Error Correction Model) growth in Brazil, Russia and S.
Africa

FDI has on average a negative
Heterogeneous pPandmpact on economic growth.

Cointegration techniques and®t, there —are  various

general-to-specific modegifferences in the growth
selection approach enhancing effects of FDI

across countries

OLS cross-country regressiofthere is a positive and robust
and time-series analysis using|ationship between OFDI and
DOLS (Dynamic Ordinary growth. In the US the presence
Least Squares) estimator angk a bidirectional causality

a VECM for causality hetween OFDI and growth is
analysis observed

time-series analysis: unit root$he causality relationship runs

and Granger non-causalitfrom GDP to FDI and not vice
analysis in a VAR (Vectoryersa

Autoregressive) framework

OFDlI has on average a

) ) ositive long-run effect on TFP

Pgnel cointegration approaCQErotm Factor Productivity).
using DOLS estimator andrhe  relationship  between
Granger causality ~analysi®Fp| and TFP is bidirectional.
using ECM (Error CorrectionThere is great heterogeneity
Model) across countries, mainly due to

labour market regulations

Source: constructed by author drawing from Johr§2666) and Ozturk (2007)
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Appendix 3 - Selecting Estimators - Hausman Test

The Hausman test is the statistical methodologyogled in the paper at hand to select the
most suitable estimator. It was devised by JerryHausman in 1978. It is a statistical
experiment which is used to evaluate the possiholitadopting a random-effect estimator, in
the case of panel data econometrics. It does dediyng for the existence of a correlation
between errors and regressors (Kennedy, 2008)uAdsand technical definition of the test is
provided by Alberto Holly (1982). In his words, atitkman test is&an asymptotic chi-square
test based on the quadratic form obtained fromdifference between a consistent estimator
under the alternative hypothesis and an efficietingator under the null hypothesigHolly,
1982). As described more recently by Baltagi (20@% null hypothesis (Ho) in a Hausman
test is that the error terms are independent floeneixplanatory variables. Stemming from
the discussion in section 3.3.1, it should be dbkat the underlying assumptions is that only
the fixed effects estimator is deemed consisterpiresence of variables-errors correlation.
The idea behind the test is that if the null isetrboth estimates should be about the same
(because they are both unbiased), whereas if thasnfalse there should be a substantive
difference between the two estimates (one is bjaged other is not). The Hausman test
basically observes if there is a significant défece between the two estimates. As a
consequence, if a particularly low p-value derivesm the test, only the fixed-effects
estimator is to be considered unbiased and consisted shall therefore be preferred. In the
opposite situation (a high p-value stemming frore thausman test's output), a random
effects estimators, considered to be more efficeemd therefore more accurate is to be
chosen. While it is beyond this paper’'s purposenalyze the mathematical/econometric
assumptions of the test, it is hoped that the ltis€ussion above will help the reader in
understanding why a specific statistical technifas been chosen over another. The Figure
below reports the outcome of the Hausman Test padd with Stata as a way to choose the
proper estimator.

17 . heusman fixed random

Coefficients

[§=}, [B) (b-B) Eq:t{diag[?_b—?_B:]
fixed random Difference 5.E.
lngdpcapita -.6612433 -.82072385 .1594862 . 8065713
schoolenro~s 0352529 .0340445 0052085 0143394
unctadofdi~= .T225035 6322136 0302899 .1820283
grosscapit~p 2723827 .2T783762 -.00538335 .034861
b = consistent under Ho and Ha; obteined from xtreg
B = inconsistent under Ha, efficient under Ho; obtained from xtreg
Tast: Ho: difference in coefficients not systematic
chizZ(4) = (b-B)"[{V_b-V_E)~(-1)1I(b-E)
= 1.68

Probrchil 0.7542
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Appendix 4 - Line plots of the INnGDP and InOFDI time series
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