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SUMMARY
In this paper we use data inconsistencies as an indicator of financial distress. Traditional models for insolvency
prediction normally ignore inconsistent data, either by removing or replacing it. Instead of removing that information,
we propose a new variable to capture it; using it together with traditional accounting variables (based on financial ratios)
for the purpose of insolvency prediction.

Computational tests use three datasets based on the financial results of 2033 Brazilian Health Maintenance
Organizations over 7 years (2001 to 2007). Sixteen classification methods were used to evaluate whether or not the
new variable impacted solvency prediction. Tests show a statistically significant improvement in classification accuracy
– average results improve 1.3 (p=0.003) and 1.8 (p=0.006) percentage points, for 10-fold and leave-one-out cross-
validations respectively. In addition, the analysis of false positives and false negatives shows that the new variable
reduces the potentially harmful misclassification of false negatives (i.e. financially distressed companies being classified
as financially healthy) and also reduces the estimated overall error rate.

Regarding the extensibility of the results, even though this work uses data from Brazilian companies only, the
calculation of the financial ratios variables, as well as the inconsistencies, could be extended to most companies
worldwide subject to governmental accounting regulations aligned with the International Financial Reporting
Standards. Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION

This paper addresses an important topic in the analysis of insolvency prediction, namely the inconsistency
of accounting data by companies. Insolvency and bankruptcy have been studied in the areas of accounting
and finance for several decades. Most of these studies address these elements under different perspectives,
either by trying to predict them (Altman, 1968; Ohlson, 1980; Newton, 2003; Altman &Hotchkiss, 2006),
or by analysing the processes that occur during an insolvency crisis or bankruptcy (Aghion, Hart, &
Moore, 1993; Hart, 2000). As a side note, in the literature, insolvency, failure and bankruptcy usually
appear as synonyms; however, they refer to different moments. Insolvency is linked to a state, failure to
an act, and bankruptcy has a legal meaning, as in a judicial process.
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To better understand the regulatory environment that health maintenance organizations (HMOs) are
subject to in Brazil, and provide a comparison basis to international readers, we present a brief
summary of the local health-care industry. Brazilian HMOs are regulated by the federal regulatory
agency (the National Agency for Supplementary Health, hereafter ANS, for its original name). The
detection of insolvency via the regular auditing process conducted by the ANS is very complex and
fuzzy; although it is based on financial ratio parameters (see Table I for details). Since 2001, the
ANS has adopted three levels of insolvency risk: low, medium, and high. Accounting information is
analysed every quarter, and if the HMO does not break any threshold established by the ANS it is
considered to be low risk and continues to operate normally. If the HMO breaks some of those thresholds,
its risk is classified as medium. The HMO would then go through continuous, more rigorous analysis and
could be asked to provide a so-called ‘recovery plan’. In this case the company is also obliged to present
financial data in a monthly basis to the ANS. Finally, if the HMO breaks the majority of thresholds
established by the ANS and/or its recovery plan is not successful, its insolvency risk is reclassified to high.
The HMO then becomes subject to direct intervention by the ANS, which may lead to the organization’s
discontinuity and assets liquidation. Several parameters are used to identify the financial state of an HMO,
including current ratio, profitability, return on assets, and return on equity, among others, as presented
in Table I.
This scenario creates the opportunity for companies in financial distress to manipulate their

accounting information (Benham, 2005; Laughlin, 2007). In fact, we suspect that HMOs in finan-
cial distress manipulate their accounting information in order to introduce noise and mislead the
process conducted by the ANS to evaluate their solvency status. Also, earnings management
literature, which uses discretionary accruals as a proxy for manipulation, has shown that banks
(Kato, Kunimura, & Yoshida, 2001), HMOs (Mensah, Considine, & Oakes, 1994) and producers
in general (Jones, 1991; Navissi, 1999) manipulate their accounting information in order to
mislead regulators. The originality of this work is that, differently from previous studies, it is
not based on any discretionary accruals models. Instead, it relies on the consistency of HMOs’
quarterly accounting data.
To our best knowledge, this study is the first attempt to consider a variable that captures accounting

data inconsistency in insolvency prediction models. There are some similarities between this study and
Cormier, Magnan, and Morard (2000) and Kasanen, Kinnunen, and Niskanen (1996). However, this
study brings some new contributions to the area. First, Cormier et al. (2000) and Kasanen et al.
(1996) focused on the accounting relevance for the capital market, providing evidence from the
correlation between accounting data and price of securities, whereas this study focuses on the relevance
of using accounting data for the assessment of financial distress. Second, the two aforementioned
studies use discretionary accruals as proxies for unreliable accounting information, while we use a
case-based investigation of quarterly financial reports while searching for inconsistencies (the
parameters we used to assess inconsistency are listed in the Section 3). In addition, while those studies
investigate Swiss and Finnish listed companies from different economic sectors, this paper specifically
investigates Brazilian HMOs. Although mentioned before, it is important to emphasize that even
though this work uses data from Brazilian companies only, the calculation of the financial ratios
variables, as well as the inconsistencies, could be extended to most companies worldwide subject to
governmental accounting regulations aligned with the International Financial Reporting Standards
(http://www.ifrs.org).
This paper is organized as follows. In Section 2 we present the theoretical background of the

concepts used in this study. In Section 3 we describe the data used in our analysis; in Section 4 we
present the computational results; and in Section 5 we have the conclusions.
Copyright © 2014 John Wiley & Sons, Ltd. Intell. Sys. Acc. Fin. Mgmt., 21, 155–167 (2014)
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Table I. List of attributes considered in this study. It is a composition of the attributes used by the Brazilian
National Agency for Supplementary Health in its regulatory process; the attributes from the works of Altman

(1968) and Ohlson (1980); and the data inconsistency attribute introduced in this study

Symbol Attribute Description

Source: ANS (Brazilian National Agency for Supplementary Health)

CR Current ratio CA/CL
CRe Expanded current ratio (CA+LTR)/(CL+NCL)
COD Cost of debt IE/(STD+LTD)
DE Debt to equity ratio TL/OE
EI Expense index (MCE+CE+AE)/OR
EIa Amplified expense index (MCE+CE+AE)/(OR� IE + II)
ERAd Administration expenses to revenue ratio AE/OR
ERCo Commercial expenses to revenue ratio CE/OR
ERMed Medical care expenses to revenue ratio MCE/OR
FL Financial leverage RE/RA
LS Liability structure CL/TL
LTAcs Common size ratio for long-term assets LTA/TA
NIvar Net income variation (NIq1�NIq4)/NIq4
OIA Operating income to asset ratio OI/TA

OL Operating leverage OIq�OIq�1

OIq�1
� ORq�ORq�1

ORq�1

PC Payable conversion ratio 360 * AP/MCE
RAinv Inverse of return on assets TA/OR
RC Receivables conversion ratio 360 * AR/OR
ROE Return on equity NI/OE
Rvar Revenue variation (ORq1�ORq4)/ORq4

TAlog Log of total asset log(TA)
TR Treasure to revenue ratio (CCE�STD)/OR

WCN Working capital needs CCE�STD
CA�CLð Þ� CCE�STDð Þ

WCNcs Common size ratio for working capital needs CA�CLð Þ� CCE�STDð Þ
TA

WCNr Working capital needs to revenue ratio CA�CLð Þ� CCE�STDð Þ
OR

Source: Altman (1968)
AT Asset turnover OR/TA
CFA Operating cash flow to asset ratio EBIT/TA
DEinv Inverse of equity to debt ratio OE/TL
REcs Common size ratio for retained earnings (OE�CC)/TA
WCcs Common size ratio for working capital (CA�CL)/TA

Source: Ohlson (1980)
CHIN Net income performance NIq1�NIq4

NIq1�NIq4j j
CRinv Inverse of current ratio CL/CA
FUTL Operating cash flow to debt ratio EBIT/(TA�OE)
INTWO 2years of losses 1 if there were net losses in the

past 2 years; 0 otherwise
NITA Net income to asset NI/TA
OENEG Negative owner’s equity 1 if there is negative owner’s

equity; 0 otherwise
SIZE Company size log(TA)/GPIC
TLTA Liabilities to assets ratio TL/TA
WCcs Common size ratio for working capital (CA�CL)/TA

New attribute
DI Data inconsistency 0 if less than 50% of the quarters have

inconsistencies; 1 otherwise

AE: administration expenses; IE: interest expenses; OI: operating income AP: accounts payable; II: interest income; OR:
operating revenue; AR: accounts receivable; LTA: long-term assets; RA: return on assets; CA: current asset; LTD: long-term
debt; RE: return on equity; CC: contributed capital; LTR: long-term receivables; STD: short-term debt; CCE: cash and cash
equivalent; MCE: medical care expenses; TA: total assets; CE: commercial expenses; NCL: non-current liabilities; TL: total
liabilities; CL: current liabilities; NI: net income; GPIC: general price index to consumers; OE: owners’ equity.
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2. THEORETICAL BACKGROUND

This section presents a brief summary about the manipulation of accounting information (Section 2.1)
and about insolvency prediction models (Section 2.2).
2.1. Manipulation of Accounting Information

The manipulation of accounting information can be understood as the choice of accounting practices or
operational decisions with the goal to elaborate reports and report financial numbers different from
those that would be presented if such practices were not adopted (Schipper, 1989; Healy & Wahlen,
1999; Fields, Lys, & Vincent, 2001; McKee, 2005). Therefore, the goal of portraying a specific
financial position and performance is achievable through accounting practices and operating decisions.
Accounting decisions involve the choice of accounting practices related to:

• identification of the phenomenon – transactions and other events;
• measurement of their effect on the company’s performance and net assets;
• classification;
• accounting recognition;
• presentation and disclosure of the company’s financial position.

In the literature there are numerous examples of manipulation of accounting information through
misleading accounting practices. Among them, some relevant studies are Jones (1991); Dechow, Sloan,
and Sweeney (1995) and Kang and Sivaramakrishnan (1995). In addition, and specifically related to
Brazilian companies, the study of Martinez (2001) used a sample of non-financial companies traded
at the local stock market to show that the most common manipulation of accounting information aims
to avoid the reduction of the net profit, as well as to reduce its volatility (also referred to as income
smoothing). Also, Fuji (2004) has shown that, in a sample composed of the 50 largest Brazilian banks,
the manipulation of accounting information is concentrated on the use of the provision account for
allowance for bad debts. This was aimed at reducing the political cost related to the regulation made
by the Brazilian Central Bank. There are several other examples in the same line. In particular, we cite
the work that preceded this, Cardoso (2005), which used a reduced set of HMOs and three years of
quarterly financial information. That study showed that HMOs manipulate accounting information in
order to avoid breaking financial thresholds established by the ANS (specifically to avoid reporting
losses and negative owners’ equity).
The second type of accounting information manipulation is by operating decisions. McKee (2005)

exemplifies it with the use (or not) of special discounts, or special programs, to increase sales close
to the end of a quarter in which the income goals were not achieved. Other types of operating decisions
include the investment in new equipment and hiring of new staff, among others, which will impact the
company’s cash flow – and consequently the income and expenditures associated with these activities.
There are very few studies in the literature that deal with this kind of manipulation (Martinez &
Cardoso, 2009; Gunny, 2010; Zang, 2012).
In this work, we use the concept of data inconsistencies as an indication of data manipulation. HMOs

manipulate accounting information usually in very simplistic ways (e.g. providing inconsistent data to
ANS). The ANS regulates the health industry in Brazil and regulation is based on the ‘market-wide cost
savings from regulation’ logic. Where the costs of complying with a one-size-fits-all regime are
Copyright © 2014 John Wiley & Sons, Ltd. Intell. Sys. Acc. Fin. Mgmt., 21, 155–167 (2014)
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relatively low, standardization of corporate reporting can make it easier for the agency to process the
information and to compare across companies (Leuz & Wysocki, 2008).
It is quite clear that considering the way accounting policies are regulated and accounting information

is used by the ANS, and that information is provided in an environment characterized by uncertainty and
imperfect information, HMOs’ managers have different views regarding accounting information
compared with other stakeholders (including ANS’s staff). Therefore, it is likely that HMOs in financial
distress will manipulate their accounting information in order to introduce noise and mislead the process
conducted by the ANS to evaluate their solvency status (Cardoso, 2005).
Even though data inconsistencies can be attributed to the malicious manipulation of accounting

information in order to mislead regulators, they can also be caused by unintended errors. In both cases,
however, we can consider such inconsistencies as financial distress proxies. The first case is clear, as
intended (malicious) inconsistencies are used by financially distressed companies to mislead regulators,
and avoid or delay being identified as insolvent. In the second case, unintended (error) inconsistencies
can also be an attribute of financial distress because insolvent companies generally lack the appropriate
resources (monetary, human and technological) required to correctly report accounting information that
faithfully represents their financial transactions and current economic status.
2.2. Insolvency Prediction Models

The literature on insolvency prediction models is quite vast. For a comprehensive literature review, we
refer the reader to the work of Balcaen and Ooghe (2006). In order to check whether data inconsistency
is indeed an indication of financial distress and future insolvency, we focused on two of the most
traditional prediction models: Altman (1968) and Ohlson (1980). The most relevant contribution of
Altman’s model was the use of multivariate data analysis technology to predict insolvency. On a sample
comprised of 66 companies, with half of them going bankrupt in the period between 1946 and 1965,
Altman’s work used discriminant analysis to identify which financial ratios could better discriminate
insolvent companies from solvent ones, which resulted in a model (Z-score) composed of five accounting-
based ratios:

• common size ratio for working capital;
• common size ratio for retained earnings;
• operating cash flow to asset ratio;
• equity to debt ratio;
• asset’s turnover.

Twelve years later, Ohlson (1980) presented a new insolvency predictionmodel. The main improvement
compared with its predecessors was the use of another statistical technique, namely the conditional logit
model. This technique is less dependent on assumptions than the discriminant analysis and provides a
probability function as result. Based on a sample of 105 listed companies that went bankrupt in the period
between 1970 and1976 and 2058 solvent listed companies randomly selected, Ohlson (1980) built a model
comprised of nine financial ratios: SIZE, TLTA, CCLA, CLCA, OENEG, NITA, FUTL, INTWO, CHIN.
Several other attributes were included in this study based on their frequent use in other insolvency
prediction studies (Charitou, Neophytou, & Charalambous, 2004; Cardoso, 2005; Min & Lee, 2005; Aziz
& Dar, 2006) (see Table I for a list of attributes used in this work).
Although both models are mature and have led to numerous important studies, there is a clear gap

present, evidenced by the data manipulation normally present in financial reports. The question is
Copyright © 2014 John Wiley & Sons, Ltd. Intell. Sys. Acc. Fin. Mgmt., 21, 155–167 (2014)
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whether or not insolvency prediction models in general could be improved by both (a) keeping
inconsistent data in the analysis, without any filtering or smoothing/data replacement process, and
(b) the use of an attribute that aggregates information about the reliability of accounting data.
2.3. Classification Methods

Sixteen classification methods were used to assess the use of data inconsistencies in insolvency prediction.
The decision for such a large number of methods was to remove the focus of the study from any particular
classification technique and put it in the relation

data inconsistency⇒data manipulation⇒financial distress⇒insolvency

Other studies might adopt a different approach, using instead more complex classification models and/or
fewer, previously-validated attributes (Anandarajan, Lee, & Anandarajan, 2001; McKee & Lensberg,
2002; Pompe, 2005; Zhou, Lai, & Yen, 2014). Both approaches are valid depending on the goal of the
study. The 16 classification methods used in this study are part of the data mining software toolWeka (Hall
et al., 2009) and are listed below:

• BayesNet: Bayes network learning
• ClassViaRegression: regression models
• FT: functional trees
• IB1: nearest-neighbour classifier
• J48: a decision tree classifier based on the C4.5 algorithm
• LADTree: LogitBoost-based decision tree
• Logistic: multinomial logistic regression
• LogitBoost: additive logistic regression
• LWL: locally weighted learning
• NaiveBayes: common naive Bayes classifier
• OneR: traditional 1R classifier
• PART: separate-and-conquer partial decision list
• RandomCommittee: ensemble of random trees classifiers
• RandomForest: forest of random trees
• SimpleLogistic: linear logistic regression model
• SMO: support vector classifier.

All the methods listed above are well-established, traditional classifiers and there is plenty of litera-
ture available about them. Therefore, we refer the reader to the work of Witten and Frank (2005), which
contains detailed descriptions of the methods listed.
3. DATA COLLECTION AND PROCESSING

The data used in this study were obtained directly from the ANS in 2008.1 The accounting information
comprises 2033 HMOs and contains all their financial reports between 2001 and 2007, plus the first two
1Data were obtained through an agreement with the ANS and The National Council for Scientific and Technological Development
(CNPq). Process number MCT/CNPq/ANS 410612/2006-5.
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quarters of 2008. Some preprocessing on the raw data collected was necessary before the analysis could
be carried out, which is described next.
3.1. Data Processing

During the data validation stage, we detected many differences (or errors) in the HMOs’ balances,
which we simply called ‘inconsistencies’. Instead of treating them as missing values, and filtering
or smoothing them out, we decided to keep them in our data and incorporated a binary variable
named DI (for data inconsistency) to control for their occurrence. A 0 means that less than 50%
of the HMOs’ quarterly information presents accounting inconsistencies, and 1 means that 50% or
more of the quarterly information presents inconsistencies. The criteria to identify inconsistencies
are as follows.

• Any of the following accounts has a negative balance: current assets, noncurrent assets, monetary
current assets, prepaid commercial expenses, current liabilities, noncurrent liabilities, monetary
current liabilities or contributed capital.

• Any of the following accounts has a balance lower than the equivalent of US$500.00: total assets,
total liabilities or total revenues.

• Total assets differ from the sum of total liabilities and owners’ equity.
• Total assets differ from the sum of current assets and noncurrent assets.
• Total liabilities differ from the sum of current liabilities and non-current liabilities.
• Net income differs from the sum of total revenues and total expenses.
• Total assets balance is lower than owners’ equity.
• The variable SIZE (measured in accordance with Table I) has a negative value.
• Any of the following variables is a missing value: SIZE or cost of debt (COD).

As mentioned before, inconsistencies can be maliciously created to mislead the regulators, or they
can derive from unintended errors while preparing the financial reports. Nevertheless, whether mali-
cious or not, inconsistencies affect accounting information reliability, so the financial reporting no
longer faithfully represents the economic phenomena that it purportedly should. The main contribution
of this paper is to consider inconsistencies as an attribute to discriminate solvent from insolvent
companies, either because financially distressed companies intentionally manipulate accounting data
in order to mislead regulators, or because such companies lack the appropriate resources to hire skilled
staff, to keep appropriate information technology systems, or to offer incentives for avoiding such
unintended errors.
For each company and each quarterly report, we generate the values of the 39 attributes in Table I.

Then, each attribute is averaged over the following periods:

• from 2001 until the last quarter prior to the insolvency, if the company is insolvent.
• from 2001 until the last quarter of the data collection interval, if the company is solvent.

That creates an average financial portrait of the company for the quarters when the company was still
solvent. That averaged data are used by the classification methods to determine whether the company
will still be solvent or not in the following quarter. The data collected from the ANS allows for that,
as it specifies in which quarter the company became insolvent, or if it is still solvent.
Copyright © 2014 John Wiley & Sons, Ltd. Intell. Sys. Acc. Fin. Mgmt., 21, 155–167 (2014)
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3.2. Generation of Datasets

Three datasets were generated for this study using the original data from the ANS. It is important to
mention, though, that the data are very unbalanced in the number of solvent and insolvent companies.
For example, of the 2033 companies, we have 466 insolvent ones and 1567 solvent ones – a proportion
close to 30/70. Using the complete data in our tests would cause all models to be biased towards
classifying samples as solvent. Therefore, we randomly filtered out the excessive solvent companies
from each dataset, forcing them to a 50/50 proportion between solvent and insolvent companies. The
final datasets are as follows:

• DI0 dataset. Originally comprised of 1239 companies with DI = 0 (i.e. HMOs with less than 50% of
the quarterly information presenting accounting inconsistencies). This dataset is used to measure
insolvency prediction in an ideal scenario where companies reported their quarterly information with
few inconsistencies; an indication of little manipulation of accounting information. After filtering out
the excess number of solvent companies, the dataset ended with 202 companies: 101 solvent and 101
insolvent.

• DIexc dataset. Originally comprised all 2033 companies, but without the DI attribute. This dataset is
used as a ‘control’, to estimate insolvency prediction without the DI attribute in the analysis. After
filtering, the dataset was reduced to 932 companies: 466 solvent and 466 insolvent.

• DIinc dataset. Same data as DIexc, but the attribute DI is included in the dataset to control for
inconsistencies.

Apart from the attribute DI, all other financial ratio attributes considered for analysis in the three
datasets are the same. In this study, a company is insolvent when it was discontinued and had its assets
liquidated, after all interventions by the ANS have failed.
4. RESULTS
4.1. Prediction Accuracy

In this section, we present all computational results for insolvency prediction for the 16 classifiers and
the three datasets used in this study. The results are summarized in Table II and are divided into two
parts. The first three columns with results refer to a 10-fold cross-validation classification – one for each
dataset, DI0, DIexc and DIinc. The next three columns correspond to the leave-one-out cross-validation
tests – again, for the three datasets.
A few conclusions can be drawn from these results. First, when the analysis excludes companies with

higher quantities of accounting inconsistencies (DI0 dataset), prediction accuracy stays at low levels.
The figures were 55.1% and 53.8% for 10-fold and leave-one-out cross-validations respectively. When
those companies are included in the analysis, accuracy increases considerable, by 12.6 and 13.6
percentage points respectively for the two types of cross-validation. That is a clear indication that data
inconsistencies and insolvency might indeed be connected. Finally, when we aggregate the account-
ing inconsistencies by introducing the variable DI, accuracy increases again by small, though
statistically significant margins: 1.3 and 1.8 percentage points. Given the proximity of the numbers,
a paired t-test was conducted using the figures for DIexc and DIinc and the results were p = 0.0030 and
p = 0.0059 respectively.
Copyright © 2014 John Wiley & Sons, Ltd. Intell. Sys. Acc. Fin. Mgmt., 21, 155–167 (2014)
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Table II. Insolvency prediction accuracy for the 16 classification methods. The three datasets were tested using
both 10-fold cross-validation and leave-one-out cross-validation. When companies with higher quantities of
accounting inconsistencies are filtered out from the analysis, prediction accuracy remains at low levels – just a
bit higher than 50% (see the two columns labelled DI0). Once those companies are included in the analysis,
accuracy increases by over 12 percentage points (columns labelled DIexc). Finally, when we introduce the new
attribute DI (which represents those inconsistencies) and use it in the analysis, accuracy increases again by a

small, though statistically significant margin (columns labelled DIinc)

Method 10-fold cross-validation Leave-one-out cross-validation

DI0 (%) DIexc (%) DIinc (%) DI0 (%) DIexc (%) DIinc (%)

BayesNet 50.5 62.1 62.6 51.5 63.7 63.8
ClassViaRegression 51.0 72.9 73.1 55.4 74.1 74.2
FT 55.9 70.5 72.4 50.5 71.2 72.2
IB1 55.4 60.2 60.8 52.5 61.6 62.2
J48 53.4 70.5 71.2 52.0 69.2 72.0
LADTree 52.5 54.6 60.7 52.0 57.2 60.9
Logistic 54.5 70.6 71.0 55.4 71.3 70.4
LogitBoost 56.9 74.0 74.0 53.5 74.1 74.0
LWL 54.0 73.5 73.3 52.0 73.6 73.6
NaiveBayes 55.9 44.3 45.0 54.5 42.2 43.1
OneR 52.5 71.2 71.2 58.4 72.2 72.2
PART 55.4 71.4 73.3 55.0 65.9 73.4
RandomCommittee 57.9 69.3 72.0 55.9 67.4 71.9
RandomForest 61.4 69.7 71.1 58.9 70.0 71.4
SimpleLogistic 56.9 71.0 71.6 52.5 70.9 71.6
SMO 53.0 63.8 67.4 47.0 60.9 67.7
Average 54.8 66.9 68.2 53.6 66.6 68.4
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We observe that for 31 out of 32 cases, the inclusion of companies with higher quantities of
accounting inconsistencies in the analysis led to an improvement in the insolvency prediction accuracy
(considering 16 methods and two types of cross-validation). Similarly, the introduction of the variable
DI improved the accuracy in 26 cases, gave the same result in four and worsened the accuracy only
twice. These results clearly point out that disregarding accounting inconsistencies, by either filtering
them out or smoothing/replacing them, leads to information loss and will have a negative impact on
insolvency prediction.
4.2. False Solvency and False Insolvency Results

In addition to prediction accuracy, another important analysis is how the classification mistakes are
distributed, commonly known in the literature as false positives and false negatives. Since our goal is
to predict insolvency, a false positive would be a solvent company being mistakenly classified as
insolvent (i.e. a false insolvent), and a false negative would be an insolvent company being mistakenly
classified as solvent (i.e. a false solvent). The two situations should be avoided, of course, but in this
study a false solvent is far worse than a false insolvent. The reason is that a false insolvent means that
the ANS would subject an otherwise financially healthy company to more scrutiny. That is not a
positive for the company, of course, but clients and investors are minimally harmed. The other situation
is a false solvent. In this case a financially distressed company would potentially go undetected, suffer
no scrutiny by the regulatory agency and eventually become insolvent, considerably damaging clients
and investors.
Copyright © 2014 John Wiley & Sons, Ltd. Intell. Sys. Acc. Fin. Mgmt., 21, 155–167 (2014)
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This asymmetry in the consequences of false solvency and false insolvency classification errors
requires that prediction methods should, at the same time, maximize accuracy and minimize false
solvency. Towards that end, Table III we presents the results of false solvent and false insolvent classifica-
tions for the three datasets, all classification methods, and both 10-fold and leave-one-out cross-validations.
In addition to false solvents and false insolvents, we also present the estimated overall error rate (EOER).
The EOER tries to capture the impact of false solvents and false insolvents by multiplying their probabil-
ities by the proportion of insolvent and solvent samples in the dataset respectively (Etheridge, Sriram, &
Hsu, 2000; McKee, 2007). The proportions of insolvent and solvent samples were calculated using the
Table III. Results for false solvent and false insolvent classifications, and the EOER. Notice that, for both types
of cross-validation, when data inconsistencies are largely ignored, the number of false solvents is very high
(29.6% and 29.8% respectively), which represents a large risk to both clients and investors. When we add data
inconsistencies to the analysis, false solvents are reduced considerably; and finally, when the attribute DI is used,
false solvency drops even further on average, with a comparatively low increase in false insolvency numbers.
Similarly, EOER is relatively high without the use of data inconsistencies – above 19%. EOER is considerably
reduced when data inconsistencies are included; and reduced again by a small amount when the attribute DI is used

Method/Instance False solvent/false insolvent (EOER) (all %)

DI0 DIexc DIinc

10-fold cross-validation
BayesNet 40.0/9.4 (16.4) 22.5/15.3 (17.0) 22.1/15.3 (16.9)
ClassViaRegression 25.7/23.3 (23.9) 12.3/14.8 (14.2) 12.2/14.7 (14.1)
FT 23.8/20.3 (21.1) 14.3/15.2 (15.0) 13.9/13.6 (13.7)
IB1 28.2/16.3 (19.0) 27.7/12.1 (15.7) 27.6/11.6 (15.3)
J48 36.6/9.9 (16.0) 14.7/14.8 (14.8) 12.6/16.2 (15.4)
LADTree 23.8/23.8 (23.8) 40.6/4.8 (13.0) 35.3/4.0 (11.2)
Logistic 25.7/19.8 (21.2) 16.4/13.0 (13.8) 14.8/14.2 (14.3)
LogitBoost 21.3/21.8 (21.7) 13.1/12.9 (12.9) 13.1/12.9 (12.9)
LWL 41.6/4.5 (13.0) 14.6/11.9 (12.5) 14.8/11.9 (12.6)
NaiveBayes 40.6/3.5 (12.0) 13.3/42.4 (35.7) 12.7/42.4 (35.6)
OneR 20.8/26.7 (25.3) 11.9/16.8 (15.7) 11.9/16.8 (15.7)
PART 36.1/8.4 (14.7) 15.2/13.4 (13.8) 12.2/14.5 (14.0)
RandomCommittee 25.2/16.8 (18.7) 10.9/19.7 (17.7) 7.8/20.2 (17.4)
RandomForest 22.3/20.3 (20.8) 9.0/20.5 (17.9) 7.0/21.7 (18.3)
SimpleLogistic 23.8/19.3 (20.3) 14.2/14.8 (14.7) 13.8/14.6 (14.4)
SMO 38.6/8.4 (15.3) 21.0/15.1 (16.5) 13.8/18.8 (17.7)

Average 29.6/15.8 (19.0) 17.0/16.1 (16.3) 15.4/16.5 (16.2)

Leave-one-out cross-validation
BayesNet 44.6/4.0 (13.3) 21.3/14.9 (16.4) 21.5/14.7 (16.3)
ClassViaRegression 21.8/22.8 (22.6) 12.1/13.7 (13.3) 12.1/13.6 (13.3)
FT 27.2/22.3 (23.4) 12.6/16.2 (15.4) 13.9/13.8 (13.8)
IB1 29.7/17.8 (20.5) 27.1/11.3 (14.9) 26.8/10.9 (14.5)
J48 27.2/20.8 (22.3) 16.1/14.7 (15.0) 12.1/15.9 (15.0)
LADTree 22.8/25.2 (24.6) 38.3/4.5 (12.2) 35.9/3.1 (10.6)
Logistic 24.8/19.8 (20.9) 16.1/12.6 (13.4) 15.6/14.1 (14.4)
LogitBoost 24.3/22.3 (22.8) 13.0/12.9 (12.9) 13.0/13.0 (13.0)
LWL 43.1/5.0 (13.7) 14.5/11.9 (12.5) 14.5/11.9 (12.5)
NaiveBayes 41.1/4.5 (12.9) 11.6/46.2 (38.3) 10.6/46.2 (38.0)
OneR 20.8/20.8 (20.8) 11.3/16.5 (15.3) 11.3/16.5 (15.3)
PART 27.2/17.8 (20.0) 20.7/13.4 (15.1) 11.7/14.9 (14.2)
RandomCommittee 26.3/17.8 (19.7) 11.2/21.5 (19.1) 7.1/21.0 (17.8)
RandomForest 24.3/16.8 (18.5) 8.5/21.6 (18.6) 7.3/21.4 (18.2)
SimpleLogistic 29.2/18.3 (20.8) 14.8/14.3 (14.4) 13.6/14.8 (14.5)
SMO 42.1/10.9 (18.1) 23.8/15.2 (17.2) 13.6/18.7 (17.5)

Average 29.8/16.7 (19.7) 17.1/16.3 (16.5) 15.0/16.5 (16.2)
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original dataset. Therefore, the proportion of solvent samples is 1567/2033= 0.77, and for insolvent
samples it is 466/2033= 0.23. The general formula of the EOER is

EOER ¼ falseSolvrate � proportionInsolvsamples þ falseInsolvrate � proportionSolvsamples

Starting with the 10-fold cross-validation, we observe for the dataset DI0 that the number of false
solvents is nearly twice the number of false insolvents (29.6% versus 15.8%, on average), which is
exactly the worst scenario. Therefore, removing data inconsistencies from the analysis not only deteriorates
classification accuracy, but also creates the worst type of misclassification. When the data inconsistencies
are included (dataset DIexc), the percentage of false solvents decreases considerably, from 29.6% to
17.0%, and false insolvents increase just marginally, by 0.3 percentage points – and in addition accuracy
improves, as shown in the previous section. The inclusion of the attribute DI (dataset DIinc) reduces false
solvents by 1.6 percentage points and increases false insolvents by 0.4 percentage points, which again
represents an improvement in the classification outcome. Regarding the EOER, the value starts at 19.0,
when no inconsistency data are included. Once inconsistencies are included, EOER is reduced to 16.3;
and finally, when those inconsistencies are captured into the attribute DI, there is a further, slight drop to
16.2. Therefore, the EOER also captures the improvement brought by the inclusion of data inconsistencies
and their use as an attribute.
For the leave-one-out cross-validation we observe similar results. The number of false solvents and

false insolvents for dataset DI0 is 29.8% and 16.7% respectively. With dataset DIexc, false solvents drop
by 12.7 percentage points and false insolvents by 0.4 percentage points. The impact of including
attribute DI is a further reduction of 2.1 percentage points in false solvents and a marginal increase
of 0.2 percentage points in false insolvents. The EOER also presents a similar result, with 19.7 for
DI0, followed by a 3.2 percentage points reduction in DIexc and a further 0.3 percentage point reduction
in DIinc.
Given these results, it becomes clear that the more (and appropriately controlled) data inconsistency

information that is used in the classification, the better the accuracy becomes; also, less false solvent mis-
classifications and lower EOER are observed – considering the average of the 16 classification methods.
5. CONCLUSION

This study has addressed the issue of inconsistencies in accounting information and how they could be
used to improve the accuracy of insolvency prediction. We used an original dataset of 2033 Brazilian
HMOs and created three datasets with different characteristics. Those datasets were built to reflect
different ways of treating data inconsistencies: first by removing them (dataset DI0); second by keeping
them but not controlling for inconsistency (dataset DIexc); and third by adding an attribute that
aggregates inconsistency information, to be used in the insolvency prediction process (dataset DIinc).
Sixteen general classification methods were used on the three datasets, and we employed both 10-fold

and leave-one-out cross-validation procedures. Results indicate that removing inconsistencies from the
data has a negative impact on insolvency prediction. Prediction accuracy is barely above 50% for both
types of cross-validation. The use of data inconsistencies improves prediction by over 12 percentage
points, and the use of the attribute that aggregates inconsistency information further improves accuracy
by around 1.5 percentage points. That last improvement, although it might look marginal, is statistically
significant, as shown by a paired t-test.
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In addition to overall accuracy, we also analysed the results for false positives and false negatives –-
in our case, false insolvency and false solvency respectively. It is shown that in using data inconsis-
tencies we improve not only accuracy, but also reduce considerably the percentage of potentially
harmful false solvents, at the cost of a marginal increase in false insolvent misclassifications. In
addition, the EOER is also considerably reduced with the use of data inconsistencies.
This study has a few limitations, which we list next. First, it does not differentiate between inconsis-

tencies caused by malicious data manipulation and those caused unintentionally (e.g. by a genuine cler-
ical mistake). However, we argue that, independently of their nature, inconsistencies are representative
of financial distress. Second, the classification methods used in this study are very traditional – and
general in nature. There are specialized models for insolvency prediction that deliver better accuracy,
as pointed out in Section 1. We chose to use traditional classification methods specifically to put the
focus on the clever use of data inconsistencies, instead of removing them from the analysis. As a final
remark, it is intuitive that the improvements observed in our tests might repeat themselves when more
complex models are used; that hypothesis should be tested in the future.
This study has shown that the common practice of filtering out or smoothing/replacing data

inconsistencies is not recommended when the goal is to predict insolvency or to analyse the financial
health of companies. Therefore, data inconsistencies could, and should, be used to predict insolvency.
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